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1. INTRODUCTION

Laser oscillators with average output powers on the order of multiple watts and pulse durations less than 100 picoseconds have many uses in research and industry. For instance, precise machining of metals takes advantage of the reduced thermal effects from laser pulses between 100 picoseconds and 10fs [1]. Biologists and chemists use lasers in time-resolved spectroscopy of biochemical reactions [2-4]. Ultrafast lasers are also used in chemistry, physics and material science to probe the electronic and vibrational states of various materials including semiconductors [5,6].

Such spectroscopic applications often require a specific photon color which may not be possible to generate directly from a solid-state oscillator. It may, however, be generated through nonlinear effects in optical parametric oscillators (OPO) and optical parametric amplifiers (OPA). These techniques typically require watt-level pump lasers which, in most instances, means that the output pulse from the low average power oscillator must be amplified before it can be used to pump the OPO/OPA [7-10]. However, if the oscillator generates pulses with enough average power, an OPO/OPA can be pumped directly. In some cases, the resulting pulse can be even shorter than that of the pump[11-15]; for example, Kurti, et.al. have generated 500 fs using a Nd:YAG laser producing 250mJ, 10 ps pulses[15].
The development of a high average power ultrafast laser requires addressing several major issues. First the laser oscillator must be designed. This requires designing and building a laser head and pumping scheme with the proper gain to loss ratio. Most of the optical elements in the oscillator cavity contribute to the overall losses while the gain is generated entirely in the laser crystal by ‘pumping’ the gain medium. Some portion of this pump energy results in the heating of the laser crystal. Even though the exact effects depend upon the details of the pump, cooling, and laser crystal geometry, the thermal effects must be managed to prevent, among other things, damaging the laser crystal. Chapter 2 presents an overview of basic laser physics, thermal management, and nonlinear optics.

Chapter 3 goes on to describe the thermal lens shaping (TLS) concept developed in our group and employed in the laser oscillator presented in this thesis. The basic idea of TLS is to actively shape and collimate the pump radiation from unlensed diode bars using cylindrical and spherical lenses such that the resulting thermal lens in the gain media, experienced by the laser resonator, is stigmatic. In this chapter, the thermal lens generated in the laser crystal is modeled using transfer matrices (RTM) representing two separate contributions: the bulk thermo-optic effect, the change in refractive index with temperature \( \frac{dn}{dT} \), and the thermal expansion of the laser crystal. Comparison of the thermal lens in the sagittal and tangential planes allows for the determination of the optimal pump beam ellipticity such that the laser
oscillator sees an astigmatism free thermal lens. In general, achieving high average output powers using this scheme requires a large mode area in the gain medium. The implementation of this design for a Nd:GdVO₄ laser crystal is detailed, and the characterization of the laser oscillator shows that it indeed has a high average power of 9.5W and a high quality ($M^2 < 1.2$) TEM₀₀ spatial mode.

Once the basic laser oscillator design has been developed, short pulses need to be generated. This is accomplished by establishing a well-defined phase relationship between the longitudinal oscillating modes in the cavity and is called mode locking. When this is achieved, a single pulse oscillates in the cavity. The basic theoretical groundwork of mode locking is presented in Chapter 4 as are several of the more frequently used methods for achieving a single, ultrashort pulse in the cavity. A good way to understand mode locking is by considering an optical element that has an intensity dependent loss. The feedback nature of a laser ensures the fields that experience more loss die out while the others are able to take more gain. When the gain dynamics in the laser crystal and the modulation of the signal are properly balanced, a single short pulse results.

In the past, lasers have been mode locked using a dye cell directly in front of a mirror [50]. More recently, semiconductor saturable absorbing mirrors (SESAMs) also known as saturable Bragg reflectors (SBRs) have become one of the most common laser resonator mode locking elements .
particularly for modern diode-pumped solid-state lasers operating near 1μm [18, 26-42]. For example, a 20W, 21ps Nd:YVO₄ laser [27], a 60W, 810 fs Yb:YAG laser [26], a 23.5W of 21.5 ps Nd:YVO₄ laser [28], a 3.5W, 250fs Yb:KGW laser [31] and a 6 W, 9.2 ps Nd:GdVO₄ laser [30] have all been mode locked with the aide of an SBR. The versatility of the SBR stems from the ability to tailor its optical response [43-47] to the application. For instance, the central wavelength of the intensity dependent (i.e., saturable) reflectivity is determined by the characteristics of the quantum well(s) (QWs) grown into the SBR. Another important parameter, the saturable change in reflectivity, $\Delta R_{\text{sat.}}$, can be manipulated by QW engineering and the SBR structure. Finally, the quality of the crystal growth [19] as well as proton bombardment during the manufacturing [48, 49] allows a large amount of control over the recovery time of the SBR.

Generally speaking, mode locking a thermal lens shaped laser oscillator using a preferred ultrafast optical tool, the SBR [26-30], is challenging because the critical pulse energy threshold for obtaining CW mode locking with no Q-switching is high for laser systems with large mode areas in their gain medium [26]. Operating the oscillator above this threshold is important because Q-switching instabilities generate large pulse energies that can easily damage the SBR [17]. In order to avoid this undesired result, the novel dual-passive mode locking approach [18] presented in Chapter 5 was devised to lower the CW mode locking threshold for the Nd:GdVO₄ TLS laser oscillator presented in
Chapter 3 by more than a factor of two (from 0.8\(\mu\)J to 0.33\(\mu\)J). This technique employs an SBR as an amplitude modulator and a phase mis-matched second harmonic crystal (SHG) to generate phase-locking. Furthermore, chapter 5 will show under the proper conditions, the SHG also does pulse shortening; i.e., shorter pulses can be obtained using this dual-passive (7.8 ps at 6W output power) method than with an SBR alone (15ps pulses at 8W output power).

Two characteristics of an SBR [19], which are detailed in Chapter 4, are saturable and nonsaturable absorption which are generally on the order of a few percent and which cause a thermal gradient in the SBR. This, of course, results in thermally-induced stress and strain, and consequently the SBR bows. Since the shape of the end mirror in a laser cavity must be well-matched to the wavefront to retain a high-quality spatial mode, the position of the SBR must be adjusted to match its thermally-induced radius of curvature to the oscillating mode. Chapter 6 investigates this bowing as a function of an SBR and laser parameters. The temperature profile that results from the saturable and nonsaturable absorption of the incident laser beam is analytically evaluated from the three-dimensional heat equation. This temperature distribution is then used to determine the resulting deformation in an SBR for a variety of incident laser spot sizes and SBR thickness. The results are shown to be consistent with experiment.

Many ultrafast applications, including OPO/OPAs, require a detailed characterization of the laser pulse. Frequency resolved optical gating (FROG)
measurements provide both amplitude and phase information and are thus very useful in the characterization of laser pulses [20-23]. FROGs obtain the temporal pulse information by monitoring the nonlinear interaction between two pulses the result of which is dispersed in a spectrometer of appropriate resolution to provide spectral information. While FROGs are standard technology for fs lasers, they are difficult to implement for ps laser pulses [24]. This is because the time-bandwidth product dictates that the longer a pulse is in time, the smaller its bandwidth; a transform limited 10 ps pulse has a total spectral bandwidth of ~ 0.1 nm. Resolving this spectrum requires a high-resolution spectrometer with minimal aberrations [24]. Gil and Simon [25] published a paper with a design for a high-resolution, aberration-corrected, flat-field, plane-grating spectrometer. This design uses off-axis parabolic collimating and camera mirrors to minimize astigmatism, coma, and field curvature. The grating is placed so its dispersion plane is orthogonal to tangential plane of the off-axis parabolas. This produces a more flattened image by dispersing the Petzval field curvature and the image distortion resulting from the tilted grating along two orthogonal directions. Even though the design for this spectrometer was proposed in 1983, as far as I know, I am the first to build and characterize this spectrometer, the results which are presented in Chapter 7. In this chapter, the resolution of the violet Argon (I) doublet at 419.07 nm and 419.10 nm is shown as a demonstration of this
instruments characteristic $\frac{\lambda}{\Delta\lambda} = 2.5 \times 10^4$ resolving power. This resolving power is sufficient for use in ps FROG measurements.
2. BACKGROUND INFORMATION

2.1 Introduction

Some of the information presented in the following chapters assume a prior understanding of basic laser theory and nonlinear optics. This chapter will briefly present the background information and concepts necessary to understand the theory presented in the subsequent chapters. Specifically, section 2.2 will address basic laser theory topics such as population inversion and the relevant electronic structure of laser crystals. Section 2.3 will discuss thermal management issues inherent to Nd:GdVO_4 laser crystals. Section 2.4 defines concepts important to understanding gain saturation which, as is discussed in Chapter 4, plays an important role in mode locking dynamics. Finally, because this thesis deals with some non-linear optics, a brief overview of second harmonic generation and phase-matching will be presented in section 2.5. This chapter is not meant to be an overview of the fields of laser physics and nonlinear optics, for this I recommend Koechner’s “Solid State Laser Engineering” [51], Sieman’s “Lasers” [52], Shen’s “The Principles of Nonlinear Optics” [53], and Boyd’s “Nonlinear Optics” [54]. Rather, this chapter is intended to supply only the background information necessary to understand the rest of the thesis.
2.2 Basic Laser Theory

The word laser is an acronym corresponding to the phrase “light amplification by stimulated emission radiation”. Stimulated emission occurs when an incident photon of the appropriate energy enters a medium in which one or more atoms are in an excited electronic state causing an excited electron to transition to a lower state, which is generally called the ground state, thereby releasing a photon of the identical color (\(\lambda\)), phase, polarization, and propagation direction as the incident photon. Of course, if the electron is not in the excited state, but rather is in the ground state this same photon can be absorbed thereby promoting the electron to the appropriate exited state.

In order to achieve optical gain, it is necessary to generate a population inversion in the gain medium. That is, more electrons (per unit degeneracy) need to be in the desired excited state than are in the ground state. Of course, when the system is in thermal equilibrium at temperature \(T\), the Boltzmann distribution, \(\frac{n_2}{n_1} = \frac{g_2}{g_1} e^{\frac{E_2 - E_1}{k_B T}}\), describes the number of electrons in the ground state \((1)\), \(n_1\), which has degeneracy \(g_1\) and energy \(E_1\), compared to the number of electrons in the excited state \((2)\), \(n_2\), which has degeneracy \(g_2\) and energy \(E_2\) (where \(E_2 > E_1\) and \(n_1 + n_2 = n_{\text{total}}\)). Notice, that at room temperature the thermal energies, \(k_B T \approx 0.01 - 0.1eV\), where \(k_B\) is the
Boltzmann constant, the less energetic state is normally more heavily populated than the excited state. As a result, achieving population inversion requires promoting the majority of the electrons from $n_1$ into $n_2$.

This can be accomplished with a light source, such as a flash lamp, or it can be accomplished electronically in laser. Regardless of the specific method, the process of generating population inversion in a gain media is termed “pumping” the gain media.

2.2.1 The Two-Level System

It is instructional to consider first a two-level atomic system with an energy spacing corresponding to an optical frequency $\omega_{21} = (E_2 - E_1)/\hbar$ as shown in Figure 1.

Figure 1. An energy-level diagram for a generic two-level system.
The differential equation describing the change in the population of level 1 due to absorption of energy as a function of time is given by

$$\frac{\dot{n}_1}{\dot{t}} = -B_{12}\rho(\omega)n_1$$  \hspace{1cm} (2.1)

where $B_{12}$ is the Einstein B coefficient describing the “strength” of the atomic absorption and $\rho(\omega)$ is related to the pumping intensity or intra-cavity radiation. Thus, $B_{12}\rho(\omega)$ is the probability of absorption occurring as a function of frequency. The Einstein B coefficient is related to the absorption cross-section by $\sigma_{12}(\omega) = \frac{\hbar\omega}{c}B_{12}\ell(\omega)$ where $\ell(\omega)$ is the normalized lineshape function for the atomic transition $\left(\int_0^\infty \ell(\omega)d\omega = 1\right)$. Note that the cross-section’s dependence on frequency is not in the Einstein B coefficient, but is contained explicitly in the lineshape function. As a result, the peak value of $\sigma_{12}(\omega)$ may vary under the profile, but the area under the transition profile remains the same. This normalization of the lineshape allows $\sigma_{12}(\omega)$ for different media may be directly compared. The absorption cross-section, $\sigma_{12}(\omega)$, is related to the absorption coefficient, $\alpha_{12}(\omega)$, through

$$\alpha_{12}(\omega) = n_i\sigma_{12}(\omega).$$

For the case of a two-level system, there are two means by which the excited electron will return to the ground state. Firstly, an electron can be spontaneously emitted and return to the ground state while releasing a
photon of energy $E_{21}$. The rate equation corresponding to this spontaneous emission is described by

$$\frac{\partial n_2}{\partial t} = -A_{21} n_2$$  \hspace{1cm} (2.2)$$

where $A_{21}$ is the Einstein A coefficient and is related to the radiative lifetime $\tau$ of the upper state and to the natural linewidth, $\Delta \nu$, of the atomic transition:

$$\Delta E \Delta t = \hbar$$
$$\Rightarrow \Delta t \Delta \nu = \frac{1}{2\pi},$$ \hspace{1cm} (2.3)

since $\Delta t = \tau = \frac{1}{A_{21}}$, we obtain the relation $\Delta \nu = \frac{A_{21}}{2\pi}$.

Stimulated emission is the second possible method by which the excited electrons return to the ground state. In this case, an incident photon with a frequency corresponding to the energy difference of the electronic levels causes the transition of an electron from the excited state to the lower energy state. As a result of quantum mechanics, this transition causes a photon with the same wavelength, polarization, phase, and propagation direction as the incident photon to be emitted. This stimulated emission leads to a phase-coherent amplification of an applied signal, and a depletion of the excited state given by,

$$\frac{\partial n_2}{\partial t} = -B_{21} \rho(\omega) n_2,$$ \hspace{1cm} (2.4)
where \( B_{21}\rho(\omega) \) is the probability of stimulated emission occurring as a function of \( \omega \). In a similar manner to \( B_{12} \), \( B_{21} \) is related to a cross-section \( \sigma_{21} \), in this case for stimulated emission, via

\[
\sigma_{21}(\omega) = \frac{\hbar \omega_{12}}{c} B_{21} \rho(\omega). \tag{2.5}
\]

The Einstein–Milne relationships relate \( A_{21} \), \( B_{12} \), and \( B_{21} \),

\[
g_{1}B_{12} = g_{2}B_{21}, \tag{2.5}
\]
\[
A_{21} = \frac{2\hbar \omega^3}{\pi c^3} B_{21}. \tag{2.6}
\]

Combining the equations describing the change of population as the result of stimulated emission, absorption, and spontaneous emission gives the rate equation for a two-level electronic system

\[
\frac{\partial n_{1}}{\partial t} = -\frac{\partial n_{2}}{\partial t} = B_{21}\rho(\omega)n_{2} - B_{12}\rho(\omega)n_{1} + A_{21}n_{2}. \tag{2.7}
\]

In the steady-state, the number of electrons entering and exiting states 1 and 2 are the same, or \( \frac{\partial n_{1}}{\partial t} = \frac{\partial n_{2}}{\partial t} = 0 \) since \( n_{1} + n_{2} = n_{\text{tot}} \). This implies the following:

\[
B_{21}\rho(\nu)n_{2} - A_{21}n_{2} = B_{12}\rho(\nu)n_{1}, \tag{2.8}
\]

\[
\frac{n_{2}}{n_{1}} = \frac{B_{12}\rho(\omega)}{B_{21}\rho(\omega) - A_{21}} \approx \frac{B_{12}\rho(\omega)}{B_{21}\rho(\nu)\left[1 - \frac{2\hbar \omega^3}{\pi c^3 \rho(\omega)} + \ldots\right]} \approx \frac{g_{2}}{g_{1}}. \tag{2.9}
\]

From equation 2.9 it can be seen that \( \frac{n_{2}}{n_{1}} \) can at most be equal to, but never greater than \( \frac{g_{2}}{g_{1}} \) and thus, lasing with a two-level system is not possible; at minimum, a three-level system is needed. In fact, the ruby laser is a good
example of a well-known three-level system. Because this thesis does not deal with three-level systems, they will not be considered here.

2.2.2 The Four-Level System

This thesis deals with Neodymium doped Gadolinium Vanadate (Nd:GdVO₄), a four-level laser system. The specifics of Nd:GdVO₄’s energy levels are discussed in the following section (2.3). Here, I will present a generic four-level system in which the lasing occurs between levels (2) and (1) as shown in Figure 2.3. Pumping the laser crystal excites electrons from the ground state, level (0), to level (3). A rapid, radiationless transition, S₃₂, occurs transitioning the electrons from level (3) to the upper lasing level (2). The electrons transition between level (2) and (1) by either spontaneous or stimulated emission. Another rapid, radiationless transition, S₁₀, drains the electrons from the lower lasing level (1) back to the ground state (0). Because $S_{10} > A_{21} = 1/\tau_{21}$, a population inversion can be easily achieved because $n_1 = 0$. 
Figure 2.3 shows an energy-level diagram for a generic four-level system.

The rate equations for the major transitions of a four-level system when the radiationless $S_{10}$ and $S_{32}$ are large:

\[
\frac{dn_0}{dt} = n_1 S_{10} - n_0 \rho_{03} B_{03} \tag{2.10a}
\]

\[
\frac{dn_1}{dt} = n_2 \left( A_{21} + \rho_{12} B_{12} \right) - n_1 \left( S_{10} + \rho_{12} B_{12} \right) \tag{2.10b}
\]

\[
\frac{dn_2}{dt} = n_3 S_{32} + n_1 \rho_{12} B_{12} - n_2 \left( A_{21} + \rho_{12} B_{21} \right) \tag{2.10c}
\]

\[
\frac{dn_3}{dt} = n_0 \rho_{03} B_{03} - n_3 S_{32} \tag{2.10d}
\]
where I have used the standard “definitions”; i.e., $\rho_{ij}B_{ij}$ is the probability of an electron being absorbed for radiation at frequency $\omega_{ij} = \frac{E_i - E_j}{\hbar}$. In the steady-state, the same number of electrons are entering and leaving energy level 2, $\frac{dn_2}{dt} = 0$, which leads to $n_2 = \left( \frac{S_{10} + \rho_{21}B_{12}}{A_{21} + \rho_{12}B_{21}} \right) n_1$. As the condition for population inversion is $n_2 > \frac{g_2}{g_1}n_1$, this means that population inversion is achieved if the following condition is met:

$$\frac{S_{10} + \rho_{12}B_{12}}{A_{21} + \rho_{12}B_{21}} > \frac{g_2}{g_1}$$

(2.11a)

$$\Rightarrow S_{10} + \rho_{12}B_{12} > \frac{g_2}{g_1} \left( A_{21} + \rho_{12}B_{21} \right)$$

(2.11b)

using the relation $\frac{g_2}{g_1}B_{21} = B_{12}$, the condition to achieve population inversion in a four-level system simplifies to $S_{10} > \frac{g_2}{g_1}A_{21}$. This implies that either i) the transition from the lower lasing level (level 1) to the ground state must be fast or ii) the excited laser level should be metastable – a large $\tau_{21}$ and therefore $A_{21}$ is small. Conditions i) and ii) may also coexist. Four-level laser systems are widespread -- Nd:GdVO$_4$, Nd:YAG, Nd:YVO$_4$ are commonly used four-level laser systems, as are most semiconductor lasers, and the well-known HeNe and Ti:Al$_2$O$_3$ lasers are also four-level systems.

Clearly such four-level lasers require that the pump energy $h\omega_{13}$ exceeds the emitted photon energy $h\omega_{21}$. The excess energy is dissipated as
heat in the rapid, radiationless transitions that occur between energy levels 3 and 2 ($S_{32}$) and 1 and 0 ($S_{10}$). The energy difference between the pump energy level and the emission energy is commonly referred to as the Stokes shift or quantum defect for the laser gain media. The resultant heat deposited into a laser crystal generates thermal issues that must be managed.

2.3 Nd$^{3+}$ Ion, Heat Management, and Crystal Geometry

Figure 2.4 [1] shows an energy diagram for a Nd:GdVO$_4$ gain media. At the top are two flash lamp absorption pump bands, one in the blue and the other in the green. Also shown are two absorption lines at 808 nm and 879 nm. Most Nd$^{3+}$-doped lasers are pumped at 808 nm by solid-state laser diodes and emit at 1.063 µm (Nd:GdVO$_4$) or 1.064 µm (Nd:YAG and Nd:YVO$_4$). For this case, there is a 24% quantum defect. The resultant heat is deposited into the crystal and produces thermal lensing, thermal stress birefringence, and possibly catastrophic physical damage to the gain medium. The particular temperature distribution within any given crystal is the result of such details as the geometry of the crystal, the pumping, and the cooling. Efficient heat removal and minimization of thermal gradients particularly in the region of the crystal through which the laser passes avoids complications and is highly desirable for minimization of thermal effects.
A Brewster-angled slab laser crystal has many advantages. In this geometry a p-polarized laser will, of course, experience zero loss to reflection. This results in low insertion losses for the laser gain medium and eliminates the need for antireflection coatings. A Brewster crystal gain media can also be efficiently cooled through top and bottom surfaces thereby generating a predominantly one-dimensional temperature gradient. The issue with using a Brewster-angled slab geometry is that the pump-induced thermal lens is generally astigmatic; i.e., has different focal lengths for the tangential ($x$) and sagittal ($y$) directions. Chapter 3 describes how the effects of astigmatism in the Brewster-angled Nd:GdVO$_4$ laser crystal used in this work were abated.
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Figure 4. An energy diagram for Nd$^{3+}$ ion [56].
A thermal gradient in a laser crystal results in a spatial variation of the temperature dependent refractive index. The strength of this effect is quantified by the thermo-optic coefficient, \( \frac{dn}{dT} \). Additionally, if the heat is removed from the outside surfaces of the crystal, as is most often the case, the temperature at the center of the crystal will be higher than the external portions of the crystal. This situation leads to mechanical stress within the crystal which in turn result in changes of the refractive index through photo-elastic effects. The photo-elastic effect is described by a fourth order tensor comprised of elasto-optical coefficients that are material specific [2]. The refractive index of a material is specified by its indicatrix which usually forms an ellipsoid. Stresses cause a mutation of the indicatrix which results in birefringence (or a different refractive index for different polarizations) since, generally speaking, the stress in the direction parallel to the temperature gradient, \( \nabla T \), does not equal that in the orthogonal direction.

The total change of refractive index is a result of both stress and temperature gradient. If \( n(r) \) is the refractive index, \( \Delta n(r)_T \) is the temperature dependent change in refractive index, and \( \Delta n(r)_e \) is the change in refractive index due to stress, then the refractive index can be written as

\[
\begin{align*}
n(r) = n_o + &\Delta n(r)_T + \Delta n(r)_e.
\end{align*}
\] (2.12)
For uniaxial laser crystals stress-birefringence is not zero ($\Delta n_\epsilon \neq 0$) but, this effect is much less than $\Delta n = n_\epsilon - n_o$, so it is inconsequential. However, for an isotropic crystal, such as Nd:YAG, $\Delta n_\epsilon$ can have a significant effect unless the temperature gradient is parallel or perpendicular to the direction of laser propagation. The Brewster-angled slab Nd:GdVO4 laser crystal used in this thesis is uniaxial and thus does not have stress-birefringence, so that only the first two terms of Equation 2.12 are relevant. Of course, heat deposited in a crystal will also result in an expansion of the material in an amount proportional to the appropriate thermal expansion coefficient, $\alpha_T$. Thermal lensing is the cumulative optical distortion of the laser beam that results from temperature gradients, strain, and expansion [2].

2.4 Gain Saturation

A further important concept, particularly for mode locking is gain saturation. At laser threshold, which is characterized by the steady state condition $\frac{dn}{dt} = 0$, photon flux or stimulated emission can be taken to be zero [2]. The small signal gain is given by

$$g_0 = \sigma_{21} n_{tot} \frac{W_p \tau_f - (\gamma - 1)}{W_p \tau_f + 1}$$

(2.13)

where $W_p$ is the pumping rate, $\tau_f = \tau_{21}$ for a four-level system, and $\gamma = 1 + \frac{g_2}{g_1}$ [2].

When lasing is permitted, the irradiance (idiomatically referred to as
intensity), $I$, in the cavity increases exponentially and the gain of the system is reduced according to

$$g = \frac{g_0}{1 + I/I_{sat}}$$

where $I_{sat} = \frac{h\nu}{\sigma_2 \tau_f}$, for a four-level system. It may be helpful to note the small signal gain is a function of material parameters only while the saturated gain depends upon the power density, irradiance, in the cavity.

### 2.5 Nonlinear Optical Effects

Yet another important (and sometimes deleterious) subject in ultrafast laser physics is nonlinear optics. When a laser beam propagates through a material, its oscillating electric field exerts a force on the valence electrons and causes them to be perturbed from their normal orbits; dipoles are formed. On a macroscopic level, the material becomes polarized. This polarization, $P_l$ can be expanded as [51]

$$P_l(\omega_l) = \chi^{(1)}_{lm} E_m(\omega_m) + ... + \chi^{(2)}_{lmn} E_m(\omega_m) E_n(\omega_n) + \chi^{(3)}_{lmnp} E_m(\omega_m) E_n(\omega_n) E_p(\omega_p) + ...$$

(2.14)

where $P$ is a polarization vector, $E$ is an electric field vector, and $\chi^{(1)}$ is a tensor of the second rank, $\chi^{(2)}$ is a vector of the third rank, and $\chi^{(3)}$. The frequency components are indexed by 1, 2, 3, and 4 while $l, m, n, \text{ and } p$ represent Cartesian coordinates.
Second harmonic generation is a special case of the $\chi^{(2)}$ effect given by

$$P_i(2\omega) = \chi^{(2)}_{lmn} E_m(\omega) E_n(\omega).$$  \hspace{1cm} (2.15)

This can be thought of as a two-step process. First, a polarization wave at $2\omega$ is produced. This has a phase velocity and a wavelength in the medium determined by the fundamental frequency. In the next step, energy is transferred from this polarization and reradiated at the second harmonic (with phase velocity and wavelength determined by the second harmonic). Clearly for efficient generation, these two waves need to remain in phase. This is called phase matching and it occurs when the phase mismatch, $\Delta k = 0$ where $\Delta k = \frac{4\pi}{\lambda_1} (n_1 - n_2) = 2k_{\omega} - k_{2\omega}$. Most often, when using a SHG, the end goal is to efficiently generate second harmonic and as a result it is desirable to operate as close to phase matching ($\Delta k = 0$) as possible. For the dual-passive mode locking scheme described in Chapter 5, it is actually desirable to operate with a phase mismatch.

Third-order effects are also important. While the $\text{Im}[\chi^{(3)}]$ leads to two photon absorption (TPA), the $\text{Re}[\chi^{(3)}]$ produces self-phase modulation. This effect results in an intensity-dependent index of refraction. In some cases, such as that of a pulse propagating through an optical fiber, the intensity is time dependent. As a result, the refractive index also has a time-dependence $n(\omega, I) = n_0(\omega) + n_2(I) = n_0(\omega) + \Delta n(t)$. This directly implies a time-dependent phase
change $\Delta \phi(t) = \frac{2\pi}{\lambda} n_z I(t) l$ where $l$ is the length of the fiber. The additional generated bandwidth is given by $\Delta \omega = \frac{\Delta \phi}{\Delta t}$. 
3. THERMAL-LENS-SHAPED Nd:GdVO₄ LASER OSCILLATOR

3.1 Introduction

The solid-state pumped Nd:GdVO₄ oscillator utilized in this thesis employs a thermal lens shaped, Brewster-cut gain media laser head. As mentioned in section 2.3, the Brewster geometry has near-zero intra-cavity loss due to reflection from the gain media for linear p-polarization and, as a result, the laser head strongly favors oscillation of linear, p-polarized radiation. Additionally, the p-polarization optical damage threshold is high for the Brewster-cut gain crystal, in part because no anti-reflection dielectric coating is needed. One significant disadvantage to this laser head geometry is that the inherent astigmatism of the Brewster-cut geometry generally results in an elliptical spatial laser beam [62]. In the laser oscillator presented and used in this thesis, however, an astigmatism compensation scheme specific to axially laser diode pumped Brewster-cut gain media is employed. In this laser head design, the pump spot size spot size in the tangential and sagittal directions are manipulated until the thermal lens is be shaped such that the resonator sees an overall stigmatic lens associated with the gain medium [57].
3.2 Thermal Lens Shaping Theory

Figure 3.1 A schematic of a Brewster-cut slab laser crystal. The elliptical pump spot size is shown in yellow. The heat, \( Q \), is removed from the top and bottom surfaces as indicated by the pink arrows. The intracavity laser beam is incident at Brewster’s angle to the laser crystal thereby eliminating intracavity loss to the desired p-polarized laser beam. (reproduced with permission [67])

The Brewster-cut Nd:GdVO4 gain media used in this laser head employs the slab geometry. The heat is conducted out of the large top and bottom faces of the 3x5x10mm crystal through large brass blocks which are water cooled and held at a constant temperature by a chiller. A highly thermally conductive paste [58] improves the thermal contact between the crystal and the brass blocks. As a result of this arrangement, the heat flow is nearly completely in one dimension [64, 65], so that the temperature profile in the \( x \)- and \( y \)- directions are decoupled thereby allowing the overall thermal lens to be manipulated by changing the aspect ratio of the pump spot size.
Figure 3.2  Solid black line indicates the temperature profile as a function of \( x \) (left) and \( y \) (right) that results from a pump laser heat source with a spatial profile shown by the red line. The dashed black line indicates the parabolic fit to the temperature profile while the green form is the profile of the incident laser beam.

The resulting temperature distribution, shown in Figure 3.2, in the gain media can be found by solving the two-dimensional heat equation

\[
\kappa_{\text{th}} \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right) = Q_0 \exp \left[ -\frac{x^2}{w_{p,x}^2} - \left( \frac{y^2}{w_{p,y}^2} \right)^3 \right],
\]

where \( \kappa_{\text{th}} \) is the thermal conductivity of Nd:GdVO\(_4\), \( Q_0 \) is the heat in W/m\(^3\), and \( w_{p,x} \) and \( w_{p,y} \) are the \( HW\frac{1}{e}M \) spot sizes of the pump radiation incident on the laser crystal in the \( x \) and \( y \) directions, respectively. Notice the heat source term is Gaussian in the \( x \)-direction and a super-Gaussian of order 3 in the \( y \)-direction. As will be discussed shortly, this appropriately describes the pump profile of the diode output in the laser crystal. A finite cosine transformation is performed to solve the heat equation using the boundary conditions corresponding to a
temperature at the top and bottom of the gain media equal to the temperature of the chiller \( T(x, \pm 1.5 \text{mm}) = T_{\text{chiller}} \) and that all of the heat conduction is in the \( y \)-direction \( \left. \frac{dT}{dx} \right|_{x=\pm2.5 \text{mm}} = 0 \). Figure 3.2 shows the resulting temperature profile, indicated by the solid black line, is nicely approximated by a parabola (dashed black line) over the region of the laser pulse which is represented in green. Hence, to a good approximation, the asymmetrically longitudinally pumped, laser diode Brewster-cut geometry produces a temperature profile (in the paraxial approximation) of the form [51]

\[
T(x, y) = T_o - \frac{1}{2} \left( A_T x^2 + B_T y^2 \right). \tag{3.1}
\]

The coordinates are defined such that \( T_o = T(x = 0, y = 0) \) is the peak axial temperature. Pump beam absorption and possible thermal lens induced focusing [51] over the crystal length \( l \) generally results in the values of \( A_T \) and \( B_T \) being functions of the axial coordinate \( z \). However, in this case, the counter-propagating pump beams have an absorption-length product \( \alpha l \approx 2 \) which allows \( A_T \) and \( B_T \) to be approximated as constants with values that depend primarily on the pump beam profile dimensions and the thermal conductivity of the laser crystal.
Figure 3.3 This figure shows the cut of the Nd:GdVO₄ laser crystal. The optical axis is shown as the dotted line while the path of the laser beam is shown by the solid black line. (reproduced with permission [67])

As discussed in Section 2.3, in general, there are three contributions to the overall thermal lens of the gain media which are generated by a given temperature profile. First, an astigmatic gradient index lens (GRIN) lens is formed through the bulk thermo-optic effect \( \frac{dn}{dT} \). Second, a refractive lens results from the bowing of the two crystal faces due to thermal expansion. Third, a generally non-symmetric lens is produced by the stress-induced changes in the refractive index resulting from \( \nabla T \) (i.e., thermal conduction). In the particular case of the thermal lens shaped geometry, this last contribution is essentially eliminated because the polarization of the laser
beam is perpendicular to the temperature gradient. Furthermore, the Nd:GdVO₄ laser head presented in this case is uniaxial with the preferred emission (largest emission cross-section $\sigma_{21}$) parallel to the $c$-axis (Figure 3.3) which is oriented perpendicular to $\nabla T$. Hence, $\Delta n_\varepsilon$ is generally much less than the natural crystal birefringence of Nd:GdVO₄, this contribution to the pump-induced thermal lens is insignificant.

![Diagram showing sagittal and tangential views of laser beam](image)

Figure 3.4 shows the thermal lens effect in the gain media is shown from the sagittal (or side) view and the tangential (or top) view. The arrows trace the laser beam path. (reproduced from [57])

The net GRIN lens that results from the thermal lens effects in the tangential ($x$) and sagittal ($y$) directions is shown by the shaded region in Figure 3.4. Ray transfer matrices (RTMs) can be used to represent the optical effects of both the GRIN lens and the bowing of the crystal ends [59]. The net RTM in the tangential plane is given by
\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}_x = \begin{pmatrix}
\frac{1}{n} & 0 \\
-\frac{\Delta_x}{R_x} & 1
\end{pmatrix}
\begin{pmatrix}
1 & l \\
-\frac{\Delta_x}{R_x} & 1
\end{pmatrix}
\begin{pmatrix}
\frac{n}{n} & 0 \\
-\frac{n\gamma_x l}{1} & 1
\end{pmatrix} = \left( \begin{array}{cc}
1 - \frac{\Delta_x l}{n^2 R_x} & \frac{l}{n^3} \\
\frac{\Delta_x^2 l}{n R_x^2} & \left[ n^3 \gamma_x^2 l + \frac{2n\Delta_x}{R_x} \right] 1 - \frac{\Delta_x l}{n R_x}
\end{array} \right)
\] (3.2a)

\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}_y = \begin{pmatrix}
\frac{1}{n} & 0 \\
-\frac{\Delta_y}{R_y} & 1
\end{pmatrix}
\begin{pmatrix}
1 & l \\
-\frac{\Delta_y}{R_y} & 1
\end{pmatrix}
\begin{pmatrix}
\frac{1}{n} & 0 \\
-\frac{n\gamma_y^2 l}{1} & 1
\end{pmatrix} = \left( \begin{array}{cc}
1 - \frac{\Delta_y l}{n R_y} & \frac{l}{n} \\
\frac{\Delta_y^2 l}{n R_y^2} & \left[ n^3 \gamma_y^2 l + \frac{2\Delta_y}{R_y} \right] 1 - \frac{\Delta_y l}{n R_y}
\end{array} \right)
\] (3.3a)

The RTM in the sagittal plane is given by

\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}_y = \left( \begin{array}{cc}
1 - \frac{\Delta_y l}{n R_y} & \frac{l}{n} \\
\frac{\Delta_y^2 l}{n R_y^2} & \left[ n^3 \gamma_y^2 l + \frac{2\Delta_y}{R_y} \right] 1 - \frac{\Delta_y l}{n R_y}
\end{array} \right)
\] (3.3b)

In the above equations, \( n \) is the refractive index and \( l \) is the Nd:GdVO4 crystal length. GRIN lens coefficient \( \gamma_i \) and positive bowing radii of curvature \( R_i \) are assumed to be different in the tangential and sagittal directs as a result of the thermal spatial profile. The constants \( \Delta_y \) and \( \Delta_x \) are given by

\[
\Delta_y = n \sin \theta_B - \cos \theta_B
\] (3.4a)

and

\[
\Delta_x = \frac{\Delta_y}{\sin \theta_B \cos \theta_B}
\] (3.4b)
where $\theta_s = \tan^{-1}(n)$ is Brewster’s angle. It can be seen from equations (3.3) that in the ‘thin lens’ approximation ($f_T \gg l$), which is valid in our circumstance, the terms in the square bracket will dominate the thermal lens. Furthermore, since for a thin optical system, the focal length is given by the ratio $\frac{A}{C}$, the condition to obtain a stigmatic lens ($f_T = f_T^s$) from a Brewster-cut gain media is given by

$$n\gamma_y^2 l + \frac{2\Delta_x}{R_y} = n^3\gamma_x^2 l + \frac{2n\Delta_x}{R_x}. \quad (3.5)$$

The gamma factors depend on the change in refractive index that results from the thermal gradient in the crystal. In section 2.3 it was shown that $\Delta n(x,y) = \frac{dn}{dT} \Delta T$. Assuming the elliptical parabolic temperature profile of equation (3.1) this becomes $\Delta n(x,y) = -\frac{1}{2} \frac{dn}{dT} (A_T x^2 + B_T y^2)$. As, the refractive index can be expanded as $n(x) = n_o - \frac{1}{2} n_x x^2 = 1 - \frac{1}{2} \gamma^2 x^2$ where $\gamma^2 = \frac{n_x}{n_o}$, the condition for stigmatic lensing becomes

$$B_T \frac{dn}{dT} l + \frac{2\Delta_x}{R_y} = n^2 A_T \frac{dn}{dT} l + \frac{2n\Delta_x}{R_x}. \quad (3.6)$$
The thermal gradient in the gain media results in compression stresses in the center of the gain media while the surface is under tension stress [63]. The maximum stress occurs at the center and the ends of the gain media. That is to say, the entire length of the gain media does not contribute to the bowing of the edges; only a length, $d_T$, contributes. Koechner [51, 63] reports that this distance varies with the thermal properties of the gain medium and is roughly equal to the diameter of the gain media for Nd:glass and is half that for Nd:YAG. With this understanding, the radius of curvature due to bowing from a Gaussian temperature profile is given by

$$R_x = -\left(\frac{d^2}{dx^2} + \Delta l\right)^{-1} = \left(\frac{d^2}{dx^2} + \alpha_T d_T \Delta T\right)^{-1} = \left(\frac{1}{2} \alpha_T d_T A_T \frac{d^2}{dx^2} \Delta T\right)^{-1}$$

(3.7)

where $\alpha_T$ is the thermal expansion coefficient. To first order, the radii of curvature are then

$$R_x = \frac{1}{\alpha_T d_T A_T} \quad \text{and} \quad R_y = \frac{1}{\alpha_T d_T B_T}.$$  

(3.8)

The resulting required condition for a stigmatic thermal lens is that

$$B_T \left\{ \left(\frac{dn}{dT}\right) l + 2\Delta_x \alpha_T d_T \right\} = A_T \left\{ n^2 \left(\frac{dn}{dT}\right) l + 2n\Delta_x \alpha_T d_T \right\}.$$  

(3.9)
3.3 Shaping of the Thermal Lens

As shown in Figure 3.5, the gain medium is end pumped through both polished sides by two 40W 808nm laser diode (LD) bars with output at 808nm. The LD radiation is partially collimated in the sagittal plane by a cylindrical lens \((f = 10\text{mm})\) and thereafter focused into the gain medium by a spherical lens \((f = 20\text{mm})\). Laser oscillation at Brewster’s angle renders anti-reflection coatings unnecessary. Furthermore, good spatial separation of the pump and laser beams is allowed for by assuring the pump radiation is incident at 15°-45° to the crystal face. Such a large angle means that dichroic coatings, an additional loss for the pump and/or the laser, are not necessary. Inside the laser crystal the angular separation of the counter propagating pump beams and the laser is ~15°. This is small enough to allow for efficient quasi-longitudinal pumping over the entire 5mm crystal length; the resulting 600-700 µm spatial walk-off is less than half of the ~2mm tangential laser beam size inside the gain medium.

The position of the cylindrical lens (L2) with respect to the LD controls the aspect ration of the pump beam’s ellipticity. Specifically, the position of the cylindrical lens determines the width of the pump beam in the sagittal plane while the pump beam size in the tangential plane is held constant by the static spherical lens (L1). As a result, the ellipticity of the pump-induced
thermal lens can be manipulated to meet the condition for stigmatic lensing given in equation 3.9. The appropriate necessary constants for the Brewster-cut Nd:GdVO₄ laser head presented in this thesis are $n = n_r = 2.198$ [63], \( \frac{dn}{dT} = \frac{dn_r}{dT} \approx 4 \times 10^{-6} \text{K}^{-1} \) [52, 66], and $\alpha_r \approx 7.9 \times 10^{-6} \text{K}^{-1}$ [74]; so that equation (3.9) gives $A_r / B_r \approx 0.19$. That is, the thermal lens in the sagittal plane should be five times stronger than that of the tangential plane to present an overall stigmatic thermal lens to the laser cavity.

Figure 3.5  This figure shows the laser diodes (LD), the cylindrical (L2) and spherical (L1) lenses as well as the Nd:GdVO₄ gain medium and the intracavity laser beam. (reproduced from [57])

A detailed ray tracing with the appropriate divergence in the x and y directions is shown in Figure 3.6. A weighted average of the pump rays at the center of the gain crystal reveal that the pump profile has a Gaussian
shape in the \( x \) direction and is a superGaussian of order three in the \( y \) direction (as a result of spherical aberration). As mentioned in section 3.2, the heat equation of form
\[
\kappa \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right) = Q_0 \exp \left[ -\frac{x^2}{w_{p,x}^2} - \left( \frac{y^2}{w_{p,y}^2} \right)^3 \right]
\]
can then be solved to determine the temperature profile inside the laser crystal. And it is determined that achieving \( \frac{A_L}{B_T} \approx 0.19 \) requires a pump spot size ratio of
\[
\frac{w_{p,x}}{w_{p,y}} = 3.
\]

Figure 3.6 shows a ray tracing of the pump radiation through the a) horizontal and b) vertical planes of the gain media. (reproduced from \[57\])
3.4 Laser Oscillator Characterization

Plane-plane resonators of varying length and with the gain media positioned at the center of the cavity were used to assess the performance of this Brewster-cut NdGdVO$_4$ laser head [57]. Figure 3.7 shows laser output as a function of diode drive current for different symmetric resonator lengths all having a near optimum output coupling of 8%. [57] The shortest cavity of length 32cm gives 20W of output power at a laser diode current of 41A. This corresponds to an overall efficiency (given by the ratio of the output power to the pump power) of 32%, or, equivalently, a laser-output to absorbed-pump-power efficiency (i.e, the ratio of the output power to the amount of pump power absorbed by the gain medium after reflective losses resulting from for the incident pump radiation from the lenses and gain medium have been accounted for) of 41%. The initial optical-to-optical slope efficiency is common to all the resonators is 37(±2)%. This slope efficiency is comparable to conventional fiber-coupled LD end-pumped geometries which have values ranging from 35% - 50% [52, 60, 61, 68, 69]. It is also similar to some of the more efficient laser diode end pumped Nd:GdVO$_4$ slab lasers which have efficiencies that range from 35% -45%. [70-73]

As the cavity length is increased, Figure 3.8 shows a reduction in output power at high diode pump powers. This is because the stability threshold ($\frac{1}{f_T} < \frac{L}{4}$, where $L$ is the cavity length) for symmetric cavities is
being approached and the pump/laser beam overlap is degraded. Moreover, the pump/laser beam overlap in the gain media is degraded due to larger spot sizes for longer cavities. That is to say, the laser mode in the gain medium begins to exceed the 1mm sagittal spot size of the diode pump radiation. The solid black line in Figure 3.8 indicates this boundary between stability regions I and II. There is very little power drift (less than 1% per hour) of the output when the laser is operating in stability region I. Operation in region II is less stable due primarily to fluctuations in the transverse mode.
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Figure 3.7 shows output power as a function of diode pump power for different symmetric resonator lengths. All curves are for 8% output coupling. The black line indicates the boundary between stability region I and stability region II. (reproduced from [57])
A radially symmetric (i.e., stigmatic) thermal lens was ensured in practice by adjusting the position of the cylindrical lens (L2) until the fundamental TEM$_{00}$ mode transitions smoothly into the donut mode (radial TEM$_{10}$) with an increase in diode current. If the position of the cylindrical lens is too far towards the gain medium, the mode will instead transition into a horizontal TEM$_{10}$ mode. If cylindrical lenses are not close enough to the gain medium, the cavity will prefer to oscillate in a vertical TEM$_{01}$ mode. It has been experimentally determined that for the condition of Equation (3.9) to be met, the cylindrical lenses must be positioned correctly to $\pm 1$ mm.

The characteristics of the laser beam resulting from the 67cm cavity and 8% output coupler were analyzed to verify the temperature distribution of the gain media does produce an astigmatic lens and are shown in Figure 3.9. The $M^2$ and spot size of the embedded TEM$_{00}$ mode were obtained using the knife-edge technique [12]. The results displayed in Figure 3.9 show that the fundamental mode is indeed circular to within the $\pm 5\%$ error of the measurement technique. The trend towards of decreasing spot size at the output coupler with increasing diode power is predicted by the RTM for a symmetric resonator. The smallest size of $\sim 350$ mm corresponds to the confocal cavity condition where $w_o = 337$ mm and represents the point beyond which the resonator becomes unstable.

The values of $M^2 = \sqrt{M_x^2 + M_y^2} < 1.1$ shown in Figure 3.8 indicate the laser produces a high quality TEM$_{00}$ mode from the threshold driving
current to output up to a driving current of 25A (6.5 W of output power).

Between 25 and 29A the beam quality in the y (or sagittal) plane remains high while the $M^2_x$ grows to about 1.8. This behavior is not unexpected as the pumped region of the gain medium provides gain for low-power higher-order horizontal mode oscillation outside the TEM$_{00}$ mode width. It is important to note, there are no mode-control apertures in the cavity to prevent higher-order modes from lasing. As the pump current increases past 29A, mismatch in the TEM$_{00}$ laser beam and pump spot size occurs. Even so, this resonator maintains an $M^2$ of less than 2 throughout the entire stability region I. Increasing the flat-flat cavity length will result in a better $M^2$ beam quality, but reduced output power as a result of the larger TEM$_{00}$ size that needs to be supported at longer thermal focal lengths. In contrast, the higher power shorter resonators produce higher power output beams with lower beam quality; an $M^2 \sim 5$ is produces with 20W output power for the 32 cm cavity length.
Figure 3.8 shows the spot size is shown along the left axis as a function of diode current. The $M^2$ as a function of current is shown along the right hand axis. (reproduced from [57])

The measured embedded TEM$_{00}$ spot sizes $w_0$ at the output coupler allow the power of the thermal lens in the diode-pumped Nd:GdVO$_4$ gain medium to be determined as a function of the diode current or pump power. The results of this calculation are shown in Figure 3.9. As expected, the thermal focal power ($1/f_T$) is a linear function of the pump power (i.e., LD drive current for the presented range), and zero focal power is consistent with the ~14A LD current threshold. This set of data is used to define the boundary (confocal condition) between the first and second stability regions for the symmetric resonators in Figure 3.7; that is, for each cavity length L,
the drive current corresponding to the condition $f_T = L/2$ is found to allow the boundary (solid black line) to be plotted.

Figure 3.9 shows the power of the pump-induced thermal lens in the Brewster-cut Nd:GDVO$_4$ gain medium evaluated as a function of LD drive current for both the tangential ($x$) and sagittal ($y$) directions. (reproduced from [57])

3.5 Modifications for Mode Locking

Nearly all spectroscopic applications require a TEM$_{00}$ mode. Moreover, a single transverse mode (i.e., a TEM$_{00}$ mode) is preferred for mode locking (which will be discussed in detail in Chapter 4 and Chapter 5). It is thus
desirable to operate the laser in a regime where a TEM$_{00}$ spot size in the gain medium is well-matched to the laser mode and remains relatively unchanged over a range of diode currents thereby allowing a TEM$_{00}$ mode to lase over a wide range of thermal focal lengths in the gain medium. Achieving this results in a range of output powers that are within a viable operating regime for the laser.

Figure 3.10 Stability curves for a 24 cm, 26 cm asymmetric cavity. The spot size (in mm) in the gain media is shown in the solid black line. The dashed (dotted) line indicates the spot size at the end of the longer (shorter) arm. The horizontal line at 450 microns indicates the mode size required to obtain TEM$_{00}$-mode output for a 1mm sagittal pump spot size.
Specifically for the Nd:GdVO$_4$ laser oscillator which is pumped by two 40W diode lasers, an asymmetric cavity with arms of 24 cm and 26 cm is optimal. Figure 3.10 displays a stability curve showing the spot size in the gain media with a solid black line as a function of $1/f_T$ (the focal power of the thermal lens). The dotted line indicates the spot size at the flat on the short end of the cavity while the dashed line indicates the spot size at the flat at the other end of the cavity. Notice the spot size at the end of the longer arm is smaller than that of the other side – as expected for operation in the first stability region. This feature will be useful for mode locking with a saturable Bragg reflector because this element, as will be discussed shortly, has an intensity dependent performance and thus small incident laser spot sizes are generally desirable.

Mode locking using an SBR also has pulse energy requirements (see Chapter 4); specifically, a saturation fluence for the SBR mode locking element. To allow the required intracavity pulse energy for mode locking with an SBR the cavity length may be increased, since the pulse energy is proportional to $(\text{repetition rate})^{-1}$. A simple method of achieving this is to insert a telescope with a magnification of one. This extension does not change the spot size in the gain media or on any of the end mirrors and thereby allows for an increase in the pulse energy without changing other desirable cavity characteristics. Of course, the introduction of additional
optical elements can increase the cavity losses. However, this is minimal when high quality high reflectors are employed.

A power curve for the asymmetric laser resonator with 10% output coupling, corresponding to the stability curves in Figure 3.11 (with a telescopic extension making the total cavity length 2.0m) is shown in Figure 3.12. Clearly, this oscillator is capable of running nicely at ~6W of out power which corresponds to 80nJ output and 0.8 µJ inside the cavity. In Chapter 5, it will be demonstrated that this resonator meets all of the requirements for mode successful mode locking.

Figure 3.11  Output power (W) as a function of diode current.
4. MODE LOCKING BASICS

4.1 Introduction

In its most simple form, a laser consists of a gain medium and two mirrors. Population inversion, a prerequisite of stimulated emission, occurs in the gain media. One of the two mirrors is a high reflector with over 99% reflectivity while the other is only partially reflective to provide the output from the laser resonator. This simple laser cavity is often called a Fabry-Perot laser cavity. The two end mirrors act as nodes for the radiation within the cavity. While, the cavity can theoretically support infinitely many longitudinal modes having an integer number of half-waves, the reality is that each of these longitudinal modes has a specified frequency and only those frequencies that are also supported (i.e., above the loss line) by the gain medium bandwidth persist. The spacing between these surviving axial modes, an equivalent term for longitudinal mode, is given by

$$\frac{c}{2L}$$

where $L$ is the optical cavity length and $c$ is the speed of light.

Generally speaking, these axial modes will have random phase relationships to one another and thus the intensity within the cavity, given by the square of the superposition of all the electric fields, has random fluctuations as illustrated at the top of Figure 4.1. If, however, an absolute phase relationship between these modes is created, the fields will
constructively interfere at a specific place (or time) and the result is a single pulse oscillating in the cavity as illustrated in bottom of Figure 4.1 -- the laser is then said to be continuous wave (CW) mode locked.

Figure 4.1: The top figure illustrates the sum of the randomly phased electric field within a laser. The bottom figure shows the pulse that results from creating an absolute phase relationship between the axial modes.

There are many methods of mode locking a laser and, for any given situation, the most appropriate one is determined by both the desired end-use of the laser system as well as the characteristics of the laser itself. This chapter contains a qualitative frequency description of CW mode locking in
section 4.2, followed by two quantitative treatments of active CW mode locking; section 4.3A describes mode locking from the time and frequency domain and section 4.3B describes the process from a mode coupling perspective. A particularly common method of mode locking ultrafast, solid-state lasers using a saturable Bragg reflector (SBR) will be described section 4.4 while section 4.5 discusses nonlinear mirror mode locking (NLM), the concepts of which are important to this thesis. This lays the groundwork for Chapter 5 where I describe a novel, dual-passive, technique for mode locking lasers. I will describe both the theory and the results of this technique and go on to show why it is particularly useful for high powered (>5W) laser oscillators.

4.2 Qualitative Frequency Description of Continuous Wave Mode Locking

Imagine a modulator is placed inside a cavity and driven at frequency $\omega_m$ which has one modulation zero per round-trip frequency of the laser pulse $2\pi\left(\frac{c}{2L}\right)$. The electric field inside the cavity will now experience losses and be weakened except for the one moment per cycle when the modulator is ‘off’. As a laser is an optical feedback system, the more intense the electric field, the more energy it extracts from the laser crystal and as a result it grows
even more intense. After many such roundtrips, a single pulse evolving in
time is generated. An equivalent description given in the frequency domain
says that the fundamental oscillating frequency with $\omega_q = 2\pi \frac{c}{2L}$ will acquire
$n$ modulation sidebands at $\omega_q \pm n\omega_m$. Since $\omega_m$ is chosen to be equal to $\omega_q$,
these modulation sidebands fall on top of the neighboring axial modes and
the end result is that the modes are phase-locked and thus the laser is said to
be ‘mode locked’. This type of mode locking where the pulses are formed by
externally driving an amplitude modulator is called ‘active mode locking’.

Of course, the portion of the pulse that occurs at the peak of the
modulation transmission experiences the highest gain and thus the pulse will
continue to be shortened and to acquire sidebands until it becomes very short
compared to the modulation period. This process is limited by the gain
bandwidth: when the newly generated modulation sidebands fall outside of
the net amplification bandwidth (gain minus loss) of the laser resonator,
their oscillation cannot be supported. As a result, the pulse is not further
shortened. This gain limiting effect occurs regardless of the specifics of the
mode locking element.

Passive cavity elements, those for which the modulation is not
externally driven, can also result in mode locking. Passive amplitude
modulators often have an intensity or fluence dependent reflection or
transmission such that more energy is absorbed from the cavity when the
power is low. This absorption decreases and eventually saturates as the laser
intensity grows. In this situation, particular strong noise spikes experience less loss than lower intensity portions of the field and grow exponentially. Eventually a single spike will win, take all the gain, and a single pulse will be formed. In the case of passive mode locking, the modulation is of course always exactly timed to the round trip cavity time and occurs extremely fast compared to the round trip time of the pulse, $T_R$, (although it may be fast or slow compared to the recovery time of the absorber which is generally much shorter than $T_R$). As a result, the mode-locked pulse duration limit is shorter when using a passive modulation element than it is when using one that is active. A commonly used passive mode-locking mechanism is an intensity/fluence dependent mirror or SBR as will be discussed later in section 4.4. This method has been used to mode lock many laser oscillators including a 60W thin-disk Yb:YAG laser [26], a 20W side-pumped [27], a 23.5W end-pumped Yb:YAG laser [28], a multi-head 27W Nd:YAG laser [29], and a 5.4 W Nd:GdVO₄ laser [30].

Amplitude modulation is not the only mechanism by which a passive mode locking element can function. It is also possible for a passive element to lock together the phases of the modes within an oscillator by generating new frequencies which leads to each oscillating longitudinal mode acquiring sidebands at $\omega_q \pm \omega_{q+1}$. These sidebands overlap the other axial modes and result in the coupling of the axial modes or mode locking. Second harmonic generators used in nonlinear mirror (NLM) mode locking, which will be
discussed in section 4.5, function in this manner [74, 75]; over 5W has been
generated from a NLM mode locked Nd:YVO₄ laser [76].

Even though certain mode locking elements function by primarily
affecting the amplitude of the laser pulse while others generate additional
frequencies, both the time and the frequency domain are equally valid
domains from which to describe any mode locking process.

4.3 **Active Mode Locking Analysis**

Anthony Siegman has written the quintessential analytical description
of active mode locking [6]. His descriptions are a culmination of decades of
laser research. As a result, it is this analysis that is presented in sections
4.3.A and 4.3.B. Additionally, it is worth noting, the transient build-up
period for a passively mode locked laser is very difficult to describe
mathematically because of the inherent chaos involved. There has been no
definitive description made in the literature. As such, this thesis will follow
the example of many laser texts and only quantitatively describe the
transient build-up for active mode locking. This description is still useful in
guiding our intuition about passive mode locking and will have to suffice
until a more pedagogical description is available.
4.3.1 **Time and Frequency Domain**

One mathematical description of mode locking from a time and frequency domain follows the signal field $E(t)$ through one round trip in the oscillator. Mode locking can be thought of as two distinct processes: 1) the transient build up of the pulse and 2) the steady-state form of the re-circulating pulse. For the moment, consider a pulse circulating in an actively mode locked laser resonator.

If the pulse is described by a Gaussian envelope,

$$E(t) = E_0 \exp\left[-\Gamma t^2 + i \omega_0 t\right]$$

then it has a Gaussian frequency spectrum given by

$$E(\omega) = \exp\left[-\frac{(\omega - \omega_0)^2}{4\Gamma}\right]$$

where $\Gamma = \alpha - i \beta$ and is termed the Gaussian pulse parameter. As the pulse passes through the gain medium, its spectrum is affected. To deal with this properly, it is necessary to transform from the time description to the frequency description $\tilde{E}(\omega) = \tilde{g}(\omega)\tilde{E}(\omega)$ where $\tilde{g}$ is the transfer function that includes effects from all elements in the cavity. It is given by

$$\tilde{g}(\omega) = \exp\left[\frac{\alpha_m p_m}{1 + 2i\frac{\omega - \omega_0}{\Delta \omega_a}} - i\frac{\omega_p c}{c}\right]$$

where $\alpha_m p_m$ is the roundtrip amplitude gain coefficient, $\Delta \omega_a$ is the gain linewidth with $\omega_a$ at its center, $p$ is the optical path length of the cavity, and $\frac{\omega_p c}{c}$ is the roundtrip phase shift of
the cavity. Since the mode locked frequencies can only be those that are both within the gain linewidth and also above the loss line, \( \Delta \omega_a \gg \omega - \omega_a \) and the following Taylor series expansion is allowed:

\[
\tilde{g}(\omega) = \text{Exp} \left[ \alpha_m p_m \left( 1 - 2i \frac{(\omega - \omega_a)}{\Delta \omega_a} - 4 \frac{(\omega - \omega_a)^2}{\Delta \omega_a^2} \right) - i \frac{\omega p}{c} \right].
\]

The total linear phase shift in \( \omega \) is expressed by the terms \( \frac{\omega p}{c} + \frac{2\alpha_m p_m \omega}{\Delta \omega_a} \). Rewriting this using

\[
\omega_{ax} = \frac{2\pi c}{p},
\]

the axial mode spacing, results in

\[
\frac{\omega p}{c} \left[ 1 + \frac{\omega_{ax} \alpha_m p_m}{\pi} \right].
\]

A linear phase shift leads to a time delay in the time domain description \( t - T = T' \), which is an increased roundtrip time or an increased roundtrip optical distance.

\[
\frac{T' - T}{T} = \frac{p' - p}{p} = \frac{\omega_{ax} \alpha_m p_m}{\Delta \omega_a \pi}. \quad \text{Note that this shift is very small.}
\]

In fact, for a typical diode pumped solid-state laser (DPSS) which may have 500-1000 axial modes and an \( \alpha_m p_m = 0.2 \), the frequency shift is 1 in 10,000. Thus, in the steady state, it is safe to assume a pulse circulating in the cavity will return to exactly the same position each successive trip.

Conveniently, multiplying the Gaussian pulse spectrum by the expansion of the gain function results in a new Gaussian pulse spectrum with new Gaussian parameter \( \Gamma' \):

\[
\text{Exp} \left[ -\frac{(\omega - \omega_o)^2}{4\Gamma} \right] \text{Exp} \left[ -\frac{4\alpha_m p_m (\omega - \omega_o)^2}{\Delta \omega_a^2} \right] = \text{Exp} \left[ -\frac{(\omega - \omega_o)^2}{4\Gamma'} \right]
\] (4.1)
This says that the change in the pulse after passing through the gain medium is given by \( \Gamma' - \Gamma = \frac{16\alpha_m p_m}{\Delta\omega^2_a} \Gamma^2 \). In general, \( \alpha_m p_m \ll 1 \) and \( \omega - \omega_o \ll \Delta\omega_a \). Thus, spectral narrowing of the pulse occurs.

A pulse propagating through an amplitude modulator (AM) will have a net amplitude described by \( \tilde{E}'(t) = \tilde{i}_m(t)E'(t) \) where \( \tilde{i}_m(t) \), a time-varying transmission function, may be written as

\[
\tilde{i}_m(t) = \exp\left[ -\Delta_m \left( 1 - \cos[\omega_m t] \right) \right] \approx \exp\left[ -\frac{\Delta_m \omega_m^2}{2} t^2 \right]. \tag{4.2}
\]

Here \( \omega_m \) is the modulation frequency which is some integer multiple of the axial mode spacing, and \( 2\Delta_m \) is the peak-to-peak amplitude of the AM. The Gaussian pulse parameter \( \Gamma'' \) after passing through the modulator will be given by

\[
\exp\left[ -\Gamma' t^2 \right] \exp\left[ -\frac{\Delta_m \omega_m^2}{2} t^2 \right] = \exp\left[ -\Gamma'' t^2 \right] \quad \text{and} \quad \Gamma' - \Gamma = \frac{\Delta_m \omega_m^2}{2}. \quad \text{Thus, pulse narrowing (or spectral broadening) occurs when a pulse transverses an AM.}
\]

A pulse propagating through a frequency modulator (FM) has a complex transmission function given by:

\[
\tilde{i}_{FM}(t) = \exp[i\Delta_m \cos\omega_m t] = \exp\left[ \pm i\Delta_m \left( 1 - \frac{\Delta_m \omega_m^2}{2} t^2 \right) \right]. \tag{4.3}
\]

The static portion of the phase shift can be absorbed into a very small change in the length of the laser cavity while the quadratic portion generates a small chirp on the pulse \( \Gamma'' - \Gamma' = \pm i\frac{\Delta_m \omega_m^2}{2} \).
As the total change in the Gaussian parameter for a single cavity round trip is zero, the steady-state Gaussian parameter can be solved for.

\[
\Gamma'' - \Gamma = \frac{16\alpha_m p_m}{\Delta \omega_a^2} \Gamma^2 + \left\{ \frac{1}{\pm i} \right\} \frac{\Delta_m \omega_m^2}{2} = 0
\]

\[
\Rightarrow \Gamma_{ss} = \left\{ \frac{1}{\pm i} \right\} \left( \frac{\Delta_m}{\alpha_m p_m} \right)^{1/4} \frac{\omega_m \Delta \omega_a}{4\sqrt{2}} = \alpha_{ss} - i\beta_{ss}
\]

(4.4a)

Since \( \sqrt{i} \) has a phase angle of 45° and a magnitude of \( \frac{1}{\sqrt{2}} \), note that the only difference between the AM and FM cases is that the steady state Gaussian parameter is purely real for AM \( \left( \alpha_{ss,AM} = \left( \frac{\Delta_m}{\alpha_m p_m} \right)^{1/4} \frac{\omega_m \Delta \omega_a}{4\sqrt{2}} \right) \) and is complex for the FM case \( \left( \beta_{ss,FM} = \frac{\alpha_{ss,AM}}{\sqrt{2}} \right) \).

The FWHM pulse in an AM mode locked laser is given by

\[
\tau_p \approx \left( \frac{2\sqrt{2 \ln 2}}{\pi} \right)^{1/2} \left( \frac{\alpha_m p_m}{\Delta_m} \right)^{1/4} \left( \frac{1}{f_m \Delta f_a} \right)^{1/2}
\]

where \( f_m \) is the frequency modulation in hertz and \( \frac{\Delta f_a}{2\pi} \) is the gain linewidth also in Hz. Since the saturated round trip gain coefficient \( (\alpha_m p_m) \) varies from 0.1 – 1.0 and \( \Delta_m \) also varies from 0.1 – 1.0, the pulse duration has the strongest dependence on \( \left( \frac{1}{f_m \Delta f_a} \right)^{1/2} \).

Furthermore, this predicts that an actively mode locked laser oscillating in just a few axial modes will behave much differently than actively mode locked lasers that oscillate more or less across the full range of possible
longitudinal modes. In this second case, the spectral narrowing that occurs from the pulse passing through the gain medium must be balanced by the spectral broadening produced by the pulse traversing the AM. Since the centermost axial modes see more gain and the wings see less, this balance is accomplished by a transferring of energy from the center modes to those in the wings by the AM.

The FM mode locked laser functions in the same manner as the AM case with the addition of a small frequency chirp that is equal in magnitude to the pulse width modulation. As a result, the time-bandwidth product will be increased by \( \sqrt{2} \). Conceptually, this increase in pulse duration can be understood by considering modulating the end mirror back and forth with its position given by \( x(t) = x_m \cos(\omega_m t) \). The moving mirror causes the pulse to experience a small doppler shift. All of these small shifts accumulate until the signal’s frequency goes outside of the gain curve. This doesn’t happen to the pulse when it strikes the mirror at either extrema of motion or at the turning points. In this case there will be no Doppler effect on the pulse, just a small frequency chirp which actually broadens the spectrum. The steady state mode locking occurs when the frequency chirp balances the Doppler shift.
4.3.2 Mode Coupling Analysis

While the time-domain analysis of mode locking tracks the electric field through cavity round trips, the frequency-domain analysis deals with the coupling between the axial modes. This analysis is more formal than that of the time-domain and is capable of handling more complex situations. In fact, much of the current mode-locking literature begins with this analysis [16, 41, 42, 47, 74, 75, 77, 78, 79, 80].

The electric field inside a laser cavity can be expressed as a sum of the axial modes $E(r,t) = \sum_{n} \tilde{E}_n(t)e^{i\omega_n u_n(r)}$ where $\tilde{E}_n(t)$ is the complex phasor of the $n^{th}$ axial mode in the slowly varying envelope approximation (the temporal and spatial variations of the pulse envelope are small compared to those of the wavelength) and the frequencies, $\omega_n$, are carefully defined and do not take into account any dispersive effects which will be added later. The axial modes are labeled by the number $q$ where $q_0$ is the frequency of the center line: $\omega_q = \omega_{q_0} + q\omega_{axial}$. These $\omega_q$'s are not the actual modes oscillating in an actively mode-coupled laser with a modulator being run at $\omega_m$, but rather are the cavity resonances. The modes that exist in the cavity will be labeled by $n$ and are the result of the modulated frequency and its associated sidebands; defined as $\omega_n = \omega_{q_0} + n\omega_m$. In general, $\omega_m$, the modulation frequency, and $\omega_{axial}$

$$\omega_{axial} = \frac{2\pi c}{p}$$

will be very close to one another, but it can be useful to define
the detuning that occurs between the axial resonance spacing and the
modulation frequency as $\omega_{d} = \omega_{m} - \omega_{\text{axial}}$.

In the slowly-varying envelope approximation the cavity equation
describing the evaluation of the complex phasors can be written as
\[
\frac{d\tilde{E}_n}{dt} + \left[ \frac{\gamma_{c,n}}{2} + i(\omega_n - \omega_q) \right] \tilde{E}_n = i \frac{\omega}{2\varepsilon} \tilde{P}_n \quad \text{where } \gamma_{c,n} \text{ is the total cavity decay rate for}
\]
the $n$-th axial mode and $\tilde{P}_n$ is the component of the polarization that matches
up in frequency and spatial variation with the $n$-th cavity mode. $\tilde{P}_n$ can be
conveniently represented by a sum of three terms: (i) the linear polarization
due to laser medium (ii) the nonlinear polarization due to nonlinear elements
and (iii) any polarization that results from the mode locking action. The
linear term can be written as $\tilde{P}_n = (\chi_n + i\chi')\varepsilon\tilde{E}_n$. The particulars of the
nonlinear situation will dictate how the second term is written. For example,
a term resulting from the second harmonic will be proportional to the square
of the electric field while the term resulting from self-phase modulation will
depend on the cube of the electric field. The modulation polarization term for
the cases of amplitude and frequency modulators will be determined
separately in the following two paragraphs.

Consider an amplitude modulator with a time varying transmission
function,
\[
\tilde{i}_m(t) = \exp\left[ -\Delta_m \left( 1 - \cos[\omega_m t] \right) \right] = 1 - \Delta_m + \Delta_m \cos \omega_m t, \quad (4.5)
\]
where, as before, $2\Delta_m$ is the peak to peak variation in transmission. The outcome of an impinging sine wave field in this analysis is represented as:

$$\tilde{t}(t) \times \tilde{E}_n e^{i\omega_m t} = (1 - \Delta_m) \tilde{E}_n e^{i\omega_m t} + \frac{\Delta_m \tilde{E}_n}{2} \left[ e^{i(\omega_n + \omega_m)t} + e^{i(\omega_n - \omega_m)t} \right]. \quad (4.6)$$

It can be seen by writing the cosine term using Euler’s formula, that the modulator attenuates the input wave by a factor of $(1 - \Delta_m)$ and creates two sidebands of half the amplitude at $\omega_n \pm \omega_m$.

In the case of frequency modulation, the transmission function is given by $\tilde{t}_m(t) = \text{Exp}[i\Delta_m \cos \omega_m t] = 1 + i \frac{\Delta_m}{2} + \left[ e^{i\omega_m t} + e^{-i\omega_m t} \right]$ and once again two sidebands are created at $\omega_n \pm \omega_m$.

Knowing that each sideband will, upon multiple passes acquire their own sidebands, we can write the final cavity coupled equation (and starting point for many theory papers) as:

$$\frac{d\tilde{E}_n}{dt} + \left[ \left( \frac{\gamma_{c,n}}{2} - \frac{\omega_{c,n}}{2} \right) + i \left( \omega_n - \omega_q + \frac{\omega_{c,n}}{2} \right) \right] \tilde{E}_n = \left[ 1 \right] \left[ \frac{\Delta_m}{2T} \right] \left[ \tilde{E}_{n+1} + \tilde{E}_{n-1} \right]. \quad (4.7)$$

The left hand side terms include the laser gain, the loss, the detuning, and dispersive effects for each mode. The right hand side contains the mode-coupling by the AM (real term) or FM (imaginary term) to the $n + 1$ and $n - 1$ axial modes.
4.4 Mode Locking with a Saturable Bragg Reflector

A saturable Bragg reflector, the design of which will be discussed with more detail in section 4.4.1, is most notably differentiated from standard (laser) mirrors by having an intensity/fluence dependent reflectivity. This means that incident laser pulses having higher energy fluence/intensity experience a higher reflectivity than those having lower values. This characteristic makes SBRs useful passive mode locking elements [26-30, 32, 33]. Furthermore, bandgap engineering and semiconductor growth techniques allow the quantum wells to be tailored to suit particular wavelengths between 800 and 2400 nm [19] and the change in reflectivity associated with a saturated quantum well transition can be also tuned to accommodate a wide variety of lasers. For instance, 110 fs Ti:sapphire laser at $\lambda \approx 800\text{ nm}$ [38], a 220 fs Nd:glass laser at $\lambda \approx 1064\text{ nm}$ [39], and a 160 fs Cr:LiSAF laser at $\lambda \approx 800\text{ nm}$ [39] have all been mode locked with the assistance of an SBR. A multiple quantum well SBR has been used to mode lock a Nd:YLF at $\lambda \approx 1050\text{ nm}$ [34] and Yb:YAG at $\lambda \approx 1030\text{ nm}$ [35] oscillators. SBRs are also useful in mode locking microchip lasers as evidenced by a Cr$^{4+}$ co-doped Nd:YAG at $\lambda = 1064\text{nm}$, 290 ps laser [36]. The physical design of a generic SBR is described in section 4.4A, while Section 4.4B discusses mode locking with an SBR.
4.4.1 Saturable Bragg Reflector Design

Saturable Bragg reflectors are comprised of one or more quantum well saturable absorbers on top of a Bragg stack that is grown on a substrate as shown in Figure 4.2. Transitions in the quantum well(s), commonly made of InGaAs on GaAs, allow electrons to be promoted from the confined heavy hole/light hole quantum state to the conduction band by the absorption of incoming radiation of the appropriate energy. When approximately half of the carriers are excited, the laser is operating with an energy fluence equal to the saturation fluence of the absorber and the quantum well is more transparent to the incoming radiation – the absorption is partially “bleached”. That is to say, the radiation passes through the quantum well with less attenuation so that overall more of the incident radiation is reflected by the Bragg stack. The Bragg stack consists of alternating layers of high and low indices of refraction (often GaAs/AlAs) each having a thickness of $\lambda/4$ – the standard geometry for a highly reflective dielectric stack. As a result, the reflections from the front and back of each layer all add together in phase and the result is a highly reflective mirror. Of course, the excited carriers have an upperstate lifetime and eventually relax back into their ground state. At this point, the percent of the incident radiation absorbed by the quantum well again increases and the overall reflectivity of the SBR decreases back to its initial value.
A SBR is clearly a nonlinear device; in the limit when $\tau_{\text{pulse}} \ll \tau_R$, its absorption depends purely on the incoming pulse’s time-integrated intensity or pulse fluence, $F_p(t) = \int_{-\infty}^{t} I(t')dt'$. The absorption of the SBR as a function of time is then given by $\alpha(F) = \frac{\alpha_0}{1 + F/F_{\text{sat}}}$ where $\alpha_0$ is the small signal absorption, $F_{\text{sat}}$ is the saturation fluence, a material-dependant parameter with a typical value of 50 $\mu$J/cm$^2$ [21]. The resultant change in reflectivity, $\Delta R$, is called the modulation depth and is equal to the small signal absorption minus the non-saturable absorption that results from the background absorption and the
defects in the crystal – the latter are actually required to achieve fast relaxation times [21].

4.4.2 Saturable Bragg Reflector Mode Locking

In the literature, slow saturable absorbers have recovery times, $\tau_A$, that are much slower than the final pulse duration, $\tau_p$, while fast saturable absorbers operate in the regime of $\tau_A < \ll \tau_p$ [77, 81, 82]. It has been shown that fast and slow SBRs of the same modulation depth can produce almost equally short pulses as long as the recovery lifetime of the SBR is no more than a factor of ten slower than the pulse width [77]; a result that is not surprising given that all fast absorbers eventually becomes slow if the pulse duration becomes short enough. This thesis is concerned with solid-state lasers which have relatively long upperstate lifetimes ($\tau_{\text{upperstate}, \text{NdGdVO}_4} \sim 90\mu$s [82]) and no appreciable dynamic gain saturation is taking place. As such, it is acceptable to treat the SBR as a fast absorber (the “fast” element in the cavity) even though the resulting pulse duration is on the order of the recovery time of the absorber [37].

Haus’s master mode locking equation for mode locking with an absorber [81], which is shown below and assumes that linear and nonlinear
changes to the pulse are small for each round trip, describes the mode locking dynamics in a laser cavity:

\[
T_R \frac{\partial}{\partial T} A(T,t) = \left( -iD \frac{\partial^2}{\partial t^2} + i\delta |A|^2 \right) A + \left( g - l + D_{s,f} - q(T,t) \right) A. \tag{4.8}
\]

Here, \( A(T,t) \) is the slowly varying field envelop of the pulse which evolves slowly over many round trips. As such, the time variable \( T \) is used to describe the long-term time variation in the pulse envelope as it moves towards the steady state. The round-trip cavity time is given by \( T_R \) while \( D \) is the intra-cavity group delay dispersion (also commonly abbreviated as GDD = \(-\frac{\lambda}{c} \frac{d^2 n}{d\lambda^2}\)), \( D_{s,f} = \frac{g}{\Omega_g} + \frac{1}{\Omega_f^2} \) is the gain and possible filter dispersion, where \( g \) is the saturated gain, \( \Omega_g \) is the half-width at half-maximum (HWHM) of the gain bandwidth and \( \Omega_f \) is the half-width at half-maximum (HWHM) of the filter bandwidth. The self phase modulation coefficient is given by

\[
\delta = \left( \frac{2\pi n_2}{\lambda A_{\text{eff}}} \right) L, \text{ where } A_{\text{eff}} \text{ is the area of the mode in the crystal of length } L.
\]

No analytical solutions are known to this master equation, however if the dissipative terms due to gain and loss are ignored, the master equation reduces to the nonlinear Schrödinger equation which, for negative GDD, has the following soliton solution

\[
A(T,t) = A_0 \text{sech} \left[ \sqrt{\lambda} \right] e^{i\theta} \text{, where } x \text{ is the retarded}
\]
time normalized to the soliton width $\tau$ (the full-width half-maximum (FWHM) of the soliton is given by $\tau_{\text{FWHM}} = 1.76 \tau$), and $\theta$ is a phase factor [1,3].

Assuming that the gain is saturated to its stationary power, then

$$g(T) = \frac{g_0}{1 + \frac{E_p(T)}{P_L T_R}}$$

where $g_0$ is the small signal gain, $P_L$ is the saturation power of the gain medium, $P_L = I_{\text{sat}} A_{\text{eff}} = \frac{\hbar \omega}{\sigma_{\text{em}} \tau_p} A_{\text{eff}}$, and the pulse energy is defined as

$$E_p(T) = \int_0^\infty |A(T,t)|^2 dt.$$  The response of the saturable absorber on the instantaneous pulse power each round trip is given, for the case of the fast saturable absorber, as

$$q(T,t) = \frac{q_0}{1 + \frac{|A(T,t)|^2}{P_A}}$$

(N.B. this is effectively $\alpha = \frac{\alpha_0}{1 + I/I_{\text{sat}}}$)

where $q_0$ is the non-saturated, saturable loss of the absorber. The response of the slow saturable absorber with saturation energy $E_A$, which is assumed to saturate, is given by the relationship

$$\frac{dq(T,t)}{dt} = -\frac{q - q_0}{\tau_A} - q \frac{|A(T,t)|^2}{E_A}.$$  When the recovery time of the absorber is much faster than the pulse duration, it is the intensity of the laser beam that drives the absorber dynamic. Once, however, the laser pulse is formed, it is the energy fluence that generally provides pulse shortening and stability to the mode locking [37].

The master equation can be written as a set of three rate equations [47, 82] by assuming the absorber dynamics are by far the fastest dynamics
in the system and that all the changes occurring on each round-trip are small. The coupled rate equations describing the mode locking are then:

1. \[ T_R \frac{dP}{dt} = (g - l - \alpha)P \quad (4.9a) \]
2. \[ T_R \frac{dg}{dt} = -\frac{g - g_0}{T_L} - \frac{gT_R P}{E_L} \quad (4.9b) \]
3. \[ T_R \frac{dq}{dt} = -\frac{q - q_0}{T_A} - \frac{\alpha T_{RP}}{E_A} \quad (4.9c) \]

where \( P \) is the laser power, \( g \) is the gain per round trip, \( l \) is the linear loss per round trip, \( q \) is the sum of saturable loss per round trip, \( q_0 \) the unsaturated absorber loss per round trip, and \( g_0 \) the small-signal gain per round trip.

The parameters \( T_L \) and \( T_A \) are, respectively, the upper-state lifetime of gain medium and the absorber recovery time normalized to the round trip cavity time, \( T_L = \frac{\tau_L}{T_R} \) and \( T_A = \frac{\tau_A}{T_R} \). The saturation energies for the gain media and the absorber are given, respectively, by \( E_L = \frac{h\nu A_{eff,L}}{2\sigma_L} \) and \( E_A = \frac{h\nu A_{eff,A}}{2\sigma_A} \) where \( \sigma_L \) and \( \sigma_A \) are the gain and absorption cross-sections in the gain media and absorber, respectively, and the factor of 2 comes from averaging the standing-wave effects in a Fabry-Perot laser cavity [47].

In the limit of a single mode laser running CW, the saturable absorption term can be written as \[ q = \frac{q_0}{1 + P/P_A} \] where \( P_A = \frac{E_A}{\tau_A} \), the saturation
power of the absorber [47]. Equations 4.5a) and 4.5b) give the criteria for 

\[
\left. -2 P \frac{dq}{dP_{CW}} \right|_{CW} < \frac{P}{1 + \frac{E_{L}/\tau_{L}}{T_{L}}} \quad \text{where} \quad 1 + \frac{P}{E_{L}/\tau_{L}}
\]

describes how many times above the lasers gain saturation the laser is operating and \( E_{L}/\tau_{L} \) is the saturation power of the laser. The right hand side of the inequality is the relaxation rate. The left hand side of the inequality is the decay time of a power fluctuation of the laser for fixed gain. As a result, the inequality states that if the gain cannot respond quickly enough to the fluctuation in laser power, the relaxation oscillations will grow into a Q-switched pulse and Q-switched mode locking (QML) results [47]. This of course is an undesirable result for this thesis: CW mode locking with a single pulse in the cavity is the desired result.

Hönninger et al. [16] further simplify and experimentally verify the stability criterion for stable CW mode locking with no QML. They rewrite the pulse loss per cavity round trip as:

\[
\alpha_p(E_p) = \alpha_0 \frac{F_{\text{sat}}A_{\text{eff}}A}{E_p} \left(1 - \exp\left(-\frac{E_p}{F_{\text{sat}}A_{\text{eff}}A}\right)\right),
\]

This assumes that (i) the pulse duration of the mode locked pulse is on the order of or shorter than the recovery time of the absorber and (ii) the recovery time of the absorber is shorter than the cavity round trip time \( (\tau_p \leq \tau_A \ll T_R) \).
These conditions ensure the absorber has fully recovered between pulses and are compatible with the lasers presented in this thesis.

Expression 4.10 can be substituted into the three coupled mode locking equations 4.9a – 4.9c which are then linearized for small deviations $\delta E_p$ and $\delta g$ from the steady state values, $\bar{E}_p$ and $\bar{g}$. This procedure results in the following stability criterion [16]:

$$E_p \left| \frac{dq_p}{dE_p} \right| < \frac{T_R}{\tau_L} \frac{P}{P_{sat,L}} \left( 1 + \frac{E_{sat,L}}{E_{sat,L}} \right) = \frac{\bar{E}_p}{\bar{g}_L} \frac{E_{sat,L}}{E_{sat,L}} \quad \text{(4.11)}$$

Small increases in pulse energy grow exponentially because the absorption of the absorber becomes more and mode bleached. In order to prevent QML, this growth in pulse energy must be bounded by gain saturation.

Since the change in reflectivity of an SBR can, to some extent be custom designed, it becomes useful to write the stability condition for CW mode locking in terms of the change in saturable absorption, $\Delta R$, as a function of the pulse energy. Taking into account that most absorbers have a $\Delta R$ of less than 10% and that the laser is operating in optimal regime of 3 to 5 times the fluence saturation [33], $F_{sat,A} = \frac{h\omega}{\sigma_A}$, the change in reflectivity can be written as $\Delta R_{SBR} = \Delta R_{NS} + \frac{\Delta R_S}{1 + \frac{E_p}{F_{sat,A}}}$, where $F_p = E_p / A_{eff,A}$, where $\Delta R_S$ and $\Delta R_{NS}$ are the changes in reflectivity due to the saturable and the nonsaturable absorption, respectively, of the SBR. Additionally, the dependence of the stability criterion on the laser material’s upperstate lifetime can be neglected.
as long the laser is operating well-above threshold. Under these conditions, the simplified stability criterion is \( E_p > \sqrt{E_{\text{sat},L} E_{\text{sat},A} \Delta R_s} \) [16].

Traditionally, mode locking with saturable absorbers was thought to only be possible when the net gain window is short so that just the pulse is supported and the any other noise sees losses and therefore dies out. In the late-1980’s and the early-1990’s soliton mode locking became understood [32, 33, 41, 83, 84]. In this technique, a balance is struck between negative group delay dispersion (GDD) which tries to pull the pulse apart and self-phase modulation (SPM) which is acting to focus the pulse; thus pulse stability is maintained. Some of these soliton mode locking schemes employ SBRs with a reduced loss window that is considerably longer than that of the pulse [41, 83, 84]. In these cases, the SBR is not starting the mode locking nor is providing much pulse shaping, but it is adding significant stability to the mode locking.

4.5 **Mode Locking with a Nonlinear Mirror**

Another passive mode locking technique that functions primarily by generating additional spectral components and secondarily with some amplitude modulation was developed by Stankov et al. and published in 1991 [74, 75]. This method uses a ‘nonlinear mirror’ which is shown in Figure 4.3
and is comprised of a second harmonic generating crystal (SHG) at a certain
distance from a dichroic output coupler (DOC). A DOC is partially
transmissive for one wavelength (in this case, the fundamental wavelength
as will be described in the following paragraph) and 100% reflective at
another (in this case, the second harmonic which is also described in the next
paragraph). As a similar cascaded $\chi^{(2)}:\chi^{(2)}$ process is used in the dual-passive
mode locking scheme presented in Chapter 5, an overview of Stankov’s
nonlinear mode locking is presented here.

Before the details of nonlinear mirror mode locking are
described, it is useful to have a basic understanding of second harmonic
generation, also known as frequency doubling. The symmetry of some
crystals results in what is known as $\chi^{(2)}$ nonlinearity. When an
electromagnetic wave, the fundamental frequency, is incident on a crystal
that does not have $\chi^{(2)}$ (or higher) nonlinearities, the valence electrons
respond in a linear manner, i.e., the polarization is linear with the incident
field $\left(\vec{P} \propto \vec{E}_i\right)$, and the same fundamental frequency is radiated. If a $\chi^{(2)}$
nonlinearity is present, the electrons can be displaced in such a way that a
nonlinear polarization proportional to the product of two electric fields
$\left(\vec{P} \propto \vec{E}_i\vec{E}_j\right)$ occurs and the sum (or difference) of these two frequencies
reradiates. In the case of second harmonic generation, both of these electric
fields are from the fundamental $\left(\vec{E}_i = \vec{E}_j\right)$ and as result, the second harmonic
(or doubled frequency) is reradiated.
Not surprisingly, the amount of doubled frequency that is generated increases with increasing fundamental intensity. Additionally, generation of the most second harmonic occurs when all the contributions from the two electric fields, \((\vec{E}_i, \vec{E}_j)\), add coherently – when the frequencies are phase matched. The phase mismatch between is given by \(\Delta kl\) where \(l\) is the length of the nonlinear crystal and \(\Delta k = 2\pi \left( \frac{2n_1}{\lambda_1} - \frac{n_2}{\lambda_2} \right) = \frac{4\pi}{\lambda_1} (n_1 - n_2)\), where \(n_1\) is the index of refraction corresponding to the fundamental wavelength \(\lambda_1\) and \(n_2\) is the index of refraction corresponding to the second harmonic wavelength \(\lambda_2\).

The phase matched condition is then \(\Delta kl = \pm 2m\pi\) where \(m\) is an integer that can have values of 0,1,2,... . It is important to note that phase mismatch can also occur. In the case of a nonlinear mirror, \(\Delta kl\) is set to \(\pm (2m + 1)\pi\) where \(m\) is again any integer 0,1,2... When \(n\) is 0 and \(\Delta kl = \pm \pi\), the second harmonic is back converted to the fundamental over the crystal length \(l\) while any residual fundamental remains relatively unaffected. For non-zero values of \(m\), the frequency will be forward and back converted several times so the resulting emitted radiation is again the fundamental.

Figure 4.3 shows a schematic of a generic nonlinear mirror. The incoming fundamental radiation (red pulse) with bandwidth \(\Delta \omega\) is shown passing through a SHG resulting in frequency doubled radiation (green) and a spectral broadening of \(\sqrt{2}\). This occurs because multiplying the two fields in the time domain corresponds to a convolution (and thus a spectral
broadening) in the frequency domain. Some defined percent of the residual fundamental radiation is transmitted out of the dichroic output couple (DOC) while the remaining fundamental and all of the frequency doubled radiation is reflected back into the laser cavity. After being reflected, the frequency doubled radiation again passes through the SHG (on its return trip). This time it is back converted into the fundamental frequency with a spectral bandwidth that is now $\sqrt{3}\Delta\omega$. Furthermore, these additional spectral bands have been locked together so that mode locking is achieved.

![Diagram](image)

Figure 4.3: This figure shows the electric field and the axial modes of the fundamental frequencies as they propagate through the second harmonic crystal to the dichroic output coupler which transmits some specified percent of the fundamental while the fundamental and all of the doubled frequencies are reflected back through the second harmonic generator.
The higher the intensity of the fundamental, the more efficient the frequency doubling. So, since all of the green is reflected into the cavity, more generated second harmonic radiation then means more energy remains in the cavity (and is back converted to the fundamental). In this way, the DOC is providing amplitude modulation by effectively increasing the reflectivity of the cavity. It should be noted that in order to get efficient back conversion to the fundamental frequency, the distance, \(d\), between the second harmonic and the DOC must be adjusted so the second harmonic acquires a \(\pi\) phase shift with respect to the fundamental which results in a complete phase mismatch and ensures it is efficiently back converted and the residual fundamental. For a nonlinear mirror operating at 1064nm (and a second harmonic of 532nm), \(d\) is roughly 3.5cm.
5. NOVEL DUAL-PASSIVE MODE LOCKING

5.1 Introduction

In the previous chapter, it was shown that in order to achieve continuous wave (CW) mode locked operation with a saturable Bragg reflector (SBR) the laser oscillator must have an intracavity pulse energy that exceeds a critical threshold energy \( E_c \) [47]. Below this critical pulse energy, \( Q \)-switched mode locked (QML) operation typically occurs [85]. \( Q \)-switching is not only an undesirable end result, but it can damage the SBR [27]. Because \( E_c \) is proportional to \( \sqrt{F_{L, sat}A} \) [47, 78], where \( F_{L, sat} \) is the saturation fluence of the gain medium, this requirement poses a mode locking difficulties for lasers that employ large spatial mode areas, \( A \), in the laser gain medium, such as the TLS Nd:GdVO\(_4\) presented in Chapter 3.

This chapter demonstrates that the aforementioned limitation on the design of mode locking can be overcome by the insertion of a phase-mismatched SHG crystal in a laser cavity. The phase locking produced by the SPM-like effect associated with the cascaded \( \chi^{(2)}:\chi^{(2)} \) process in the SHG crystal [80] assists (or stabilizes [78, 86]) the mode locking process initiated by the amplitude modulation in the SBR, thereby (i) significantly reducing the CW mode locking threshold pulse energy [86] and (ii) shortening the duration of the generated pulses [87].
The resultant solid-state, dual-passive mode locking technique is an extension of the scheme used by Agnesi et al. to stabilize the CW mode locking operation of Nd:BaY$_2$F$_8$ [86] – a gain medium with a small stimulated emission cross-section (and hence large $F_{L,sat}$). Similar CW mode locking schemes employing a combination of amplitude modulation and phase locking via a second-order optical nonlinearity have been demonstrated previously. In particular, G. Cerullo et al. [88] achieved CW mode locked operation of a diode-pumped Nd:YAG laser by using the inherent phase-locking (i.e., SPM) of cascaded second order nonlinearities in a LiB$_3$O$_5$ (LBO) SHG crystal to also induce spatial loss modulation with an intracavity slit aperture. Earlier, a comparable technique with a phase-mismatched potassium titanyl phosphate (KTP) SHG crystal in an anti-resonant ring was employed by Carruthers and Duling [89] to CW mode locked Nd:YAG. More recently, CW mode locked operation of Nd:GdVO$_4$ has been attained using defocusing cascaded Kerr lensing in periodically poled KTP [90]. In a complimentary hybrid scheme, R. Wallenstein et al. [91] used an acousto-optic (AO) modulator and a phase-mismatched LBO crystal to generate $\sim$10ps pulses from a diode-pumped Nd:YVO$_4$ laser. Furthermore, it is noted that L.J. Qian et al. [92] have exploited the negative nonlinear phase shift generated by a phase-mismatched LBO crystal to achieve soliton mode locking under conditions of normal group
velocity dispersion (GVD) in a semiconductor saturable-absorber-mirror-assisted Kerr-lens ML femtosecond Cr:Forsterite laser.

In this chapter, a detailed experimental study of the performance characteristics of a dual-passive CW ML scheme employing a combination of a SBR and a phase-mismatched SHG crystal is presented. This design is useful for mode locking the large mode area, high-power, TEM$_{00}$-mode ($M^2 < 1.2$), diode-pumped, Nd:GdVO$_4$ laser presented in Chapter 3. Particular attention is paid to the role of the phase-mismatch in the SHG. The resulting optimized mode locking technique for our 76MHz laser cavity generates an extremely stable and robust train of 7.6ps pulses with an average power of greater than 6W at 1063nm.

5.2 Dual-Passive Mode Locking

For mode locked operation at a 76MHz repetition rate, the slightly asymmetric 0.5m cavity shown in Figure 5.1 is extended on the short 24cm arm of the auxiliary cavity using two mirrors with radii of curvature $R_1$ and $R_2$ and a flat output coupler (OC) arranged for unity ray transformation on a round trip [93]. Values of $R_1$ and $R_2$ are chosen so that the reflective intracavity telescope has magnifications $M = R_2/R_1$ of 1.0, 1.5, and 2.0 while keeping the cavity length constant (specifically, the extension length $sR_1 + R_2$
Figure 5.1 Schematic of the extended-cavity, mode-locked, thermal-lens-shaped (focal length $f_T$), Brewster Nd:GdVO$_4$ oscillator: LD = 40W laser diode, SBR = saturable Bragg reflector, OC = output coupler, and the Bismuth triborate (BiBO), β-Barium borate (BBO), or Lithium triborate (LBO) second harmonic crystals are positioned a distance $d$ from the OC. The cavity is extended from the plane-plane auxiliary cavity (dashed mirrors M$_1$ and M$_2$) on one end using two mirrors with radii of curvature $R_1$ and $R_2$ arranged for unity ray transformation on a round trip. The mirror M$_1$ is replaced by the SBR, which is moved forward by $\Delta z \approx 3$ cm to match the thermally-induced bowing of the SBR to the intracavity TEM$_{00}$-mode. (reproduced from 18)

$= 1.5$m). As a result, the $\sim 400 \mu$m spot size (half-width 1/e of the field) at M$_2$ is either reproduced or magnified to 0.6 mm or 0.8 mm, respectively, at the OC. The mirror M$_1$ terminating the 26 cm long arm of the auxiliary cavity is replaced by a half-wave resonant, InGaAs quantum well SBR with a 1% or 2% modulation depth, a saturation fluence of $\sim 70 \mu$J/cm$^2$, and a relaxation
time of $\leq 10\text{ps}$ [19]. The spot size of the intracavity TEM$_{00}$-mode on the SBR varies decreases from about 300 to 200$\mu$m as the laser output power increases (i.e., the pump-induced thermal focal length $f_T$ decreases). To compensate for thermally-induced bowing and thereby match the radius of curvature of the intracavity mode at high laser output powers (an effect detailed in Chapter 6), the SBR is translated a distance $\Delta z \approx 3\text{cm}$ towards the gain medium, which reduces the cavity length to 1.97m.

In this configuration without the SHG crystal and with an optimum 10% OC, the diode-pumped Nd:GdVO$_4$ laser achieved CW mode locked operation with 15($\pm 1$) ps pulses only at the highest $\sim 8\text{W}$ output power (limited by the proximity of the edge of the first cavity stability region) and only with the 1% modulation depth SBR. This result, which is of course independent of the telescopic cavity magnification, is consistent with the analysis Kärtner et al. [47] which for stable CW mode locked operation with a SBR requires that the intracavity laser pulse energy exceed a critical energy given by

$$E_c = \sqrt{E_A E_L \Delta R_S}$$  \hspace{1cm} (5.1)

where $\Delta R_S$ is the total amount of saturable losses (i.e., modulation depth) of the SBR, $E_A$ and $E_L = F_{L,\text{sat}} A$ are the absorber and laser medium saturation energies, respectively. For Nd:GdVO$_4$ with an emission cross-section at
1063nm of $7.6 \times 10^{-19}$cm$^2$ \cite{6}, the 0.64mm$^2$ mode area in the gain medium \cite{57} implies $E_L = 1.6 \text{mJ}$, while $E_A = 40 \text{nJ}$ for the smallest 200µm spot size on the SBR. Thus, equation (1) predicts a critical pulse energy of $E_c = 1.05 \ \mu \text{J}$, which is almost exactly the single intracavity pulse energy for a 76MHz laser resonator producing 8W of average output power with a 10% OC. Moreover, the $\sim 15\text{ps}$ pulse duration obtained in this cavity configuration is consistent with the analysis of Paschotta and Keller for a slow saturable absorber \cite{42} operating with an incident pulse fluence only slightly above its saturation fluence. Clearly also in agreement with equation (1) is the observation that the 2% modulation depth SBR could not produce CW mode locked operation with a 10% OC.

5.3 **Reduction of Mode Locking Threshold**

The insertion of a phase-mismatched SHG crystal a distance of $d = 35$ to 55mm from the OC in the Nd:GdVO$_4$ laser resonator, allowed TEM$_{00}$ CW mode locked operation to be achieved at output powers below 3W for intracavity telescope magnifications $M < 1.5$; that is, the CW mode locking threshold was reduced by more than a factor of two by the presence of an intracavity cascaded $\chi^{(2)};\chi^{(2)}$ process \cite{86}.
Figure 5.2  Shortest measured pulse duration as a function of the CW mode-locked output power for the TLS Nd:GdVO₄ resonator with $M = 2$, a 1% modulation depth SBR, a 5.0mm BiBO crystal, and a 13% output coupler: $\frac{1}{2}\Delta k.L \approx -\pi$ (open circles) and $\frac{1}{2}\Delta k.L \approx -2\pi$ (filled squares). The horizontal dashed line indicates the 15ps pulse duration obtained at 8W of output power without an intracavity SHG crystal. (reproduced from 18)

The laser performance was investigated for three anti-reflection coated type I SHG crystals: a 5mm Bismuth borate (BiBO; $ee \rightarrow o$) crystal [94] and a 4.9mm β-Barium borate (BBO; $oo \rightarrow e$) crystal, both angled-tuned at room temperature, and a 10mm non-critically phase-matched (NCPM) LBO crystal, phase-matched by temperature tuning. The lowest CW mode locked threshold power was achieved with the BiBO crystal. This is not surprising as it possesses the largest effective second-order nonlinearity (i.e., the product of the crystal length and effective SHG coefficient, $d_{\text{eff}}L$) [51].
However, the most stable long-term (2-3 hour) CW mode locked operation was observed for BBO, which possesses the largest temperature phase-matching bandwidth [95]. Even the ±0.1°C temperature control on the oven enclosing the 10mm NCPM LBO crystal proved inadequate for stable long-term mode locked operation [96, 85].

Figure 5.2 displays the output power dependence of the CW mode locked pulse durations obtained with the BiBO crystal for the largest telescopic resonator magnification (M = 2), the 1% modulation depth SBR, and a 13% OC. Under these conditions, equation (1) would predict a CW mode locking threshold output power of over 10W. However, a much lower CW mode locking threshold of only 3.3W, with a pulse duration \( \tau \sim 130\text{ps} \), was achieved at a SHG phase-mismatch \( \frac{1}{2} \Delta k \cdot l \) around \(-\pi\) (\( \Delta k = 2k_\omega - k_{2\omega} \)), where \( k_\omega \) and \( k_{2\omega} \) are the fundamental and second harmonic wave vectors respectively; Section 5.5 justifies the specified sign of \( \Delta k \). This experimental result is consistent with the analysis presented in Ref. 78, which for the non-solitonic regime predicts reduced critical laser pulse energy

\[
E_c = \sqrt{\frac{P_A \tau \Delta R}{2 \tilde{\beta} + \frac{1}{2E_L}}}
\]  

(5.2a)
for the onset of CW mode locked operation, where $P_A$ is the power incident on the SBR and the inverse saturable absorption coefficient for SHG is given by [86]

$$\tilde{\beta} = \frac{4\pi^2 Z_0 \left(d_{eff} L\right)^2}{3n^3 \lambda^2 A_{SHG} \tau}.$$  \hspace{1cm} (5.2b)

The term ‘inverse saturable absorption coefficient’ correctly implies that this term divides (rather than multiplies) the energy fluence of the laser. It is interesting to note the terms in the numerator of equation 5.2a are descriptive of the absorber while those that result from other cavity elements, namely the gain medium and the SHG crystal, appear in the denominator. The SHG nonlinearity is due to approximately equally strong contributions from the SPM and from the cascaded $\chi^{(2)}$: $\chi^{(2)}$ process at $\frac{1}{2} \Delta k L \approx -\pi$ [80, 86]; that is, an effect that primarily affects the phase while the SBR process primarily modulates the amplitude of the pulse. As a result, the denominator of the critical energy derived by Schibli et al. [78] should be rewritten as the modulus of $i$ times the inverse saturable absorption coefficient plus one over the inverse of 2 times the laser’s energy fluence, as shown in equation 5.2c.

$$E_c = \sqrt{\frac{P_A \tau \Delta R}{2i \tilde{\beta} + \frac{1}{2E_L}}}$$  \hspace{1cm} (5.2c)
The oscillator presented here employs a 5mm BiBO crystal with $M = 2$, the incident power on the absorber is 25W, and $\tau$, the mode locked pulse duration is 130 ps. The index of refraction is $n \approx 1.6$, $d_{\text{eff}} \approx 3\text{pm/V}$ [97, 98], and $\lambda_0 = 1063\text{nm}$ ($Z_0$ is the vacuum impedance). Equation (5.2c) predicts CW mode locking with the second harmonic crystal will first occur at $\sim 0.26$ (+/- 0.07) $\mu$J – the $\pm 25\%$ error being due to uncertainties in the pulse duration at the CW mode locking threshold (Figure 2) and the spot size on the SBR. The modified critical energy associated with the theoretical analysis of Schibli et al. [78] is therefore consistent with the experimentally determined value for $E_c$ of 0.33$\mu$J (3.3W output at 76MHz with a 13% OC).

With increasing laser power above the CW mode locked threshold of 3.3W, the output pulse duration is shortened. This is not surprising since both the SBR and phase-mismatched SHG crystal have a stronger mode-locking performance at higher intracavity pulse fluences and intensities. For the fixed configuration of the cavity in Figure 5.2, the pulse duration rapidly drops from $\sim 130$ps to below 30ps at an output power of 4.4W. Thereafter, there is a slower decrease in the mode locked pulse duration to $\sim 20$ps while the optimum phase-mismatch $\Delta kL$ remains around $\mp\pi$ (open circles in Figure 5.2). When the output power reaches $\sim 5$W, the CW mode locked operation with $\Delta kL \approx -2\pi$ (the next phase-matching minimum) is more stable (filled squares in Figure 5.2) and produces shorter $\sim 10$ps pulse durations at output powers of $\sim 6$W. Note that the measured pulse duration
above 5W represents a significant pulse shortening [87] over the ~15ps obtained without the intracavity SHG crystal at higher output power of 8W. In fact, a pulse nearly twice as short with a duration of 7.6 ps occurs at just over 6W of output power.

A similar CW ML performance trend is also observed for the angle-tuned BBO and temperature-tuned NCPM LBO crystals. For instance, with BBO and a 10% OC, the mode-locking threshold output power at \( \frac{1}{2} \Delta k L \approx -\pi \) is 3W – again consistent with equations (2) since the reduction in \( d_{\text{eff}} L \) is offset by a higher intracavity power (due to the lower output coupling). At CW mode locking threshold, the pulse durations are again around 100ps, and generally shorter pulse durations are generated as the resonator output coupling is reduced from 15 to 5% (i.e., the intracavity power is increased). However, for the highest CW ML output power, the optimum OC reflectivity is ~90%.

5.4 Pulse Shortening

To further investigate the pulse shortening [87] capabilities of this dual-passive mode-locking technique, I varied the beam size in the SHG crystal by operating the CW ML Nd:GdVO\(_4\) laser with different resonator magnifications \( M \) while maintaining the same 1.97m cavity length. A reduction in \( M \) will decrease the beam area in the SHG crystal, \( A_{\text{SHG}} \), which
results in an increase in the strength of the cascaded $\chi^{(2)}:\chi^{(2)}$ process in the SHG crystal.

Figure 5.3 shows four representative second harmonic autocorrelation measurements of the shortest mode locked pulse durations obtained near the maximum $\sim 6 W$ of output power (i.e., at an absorbed diode pump power of 30-35$W$). The excellent fit of all the data to the autocorrelation of a $sech^2$ pulse shape (lines in Figure 5.3) is consistent with a passive mode-locking process [42, 47, 78, 81]. All the measurements were performed using a conventional 90% reflective OC at 1063$nm$, although CW mode locked operation was achieved for flat OCs with transmissivities of up to 20%. Unlike the second harmonic NLM mode-locking technique [85, 96] presented in Chapter 4, a dichroic OC (with high reflectivity for 532$nm$) is not required. Nonetheless, I found that the best CW ML performance was achieved when the closest face of the SHG crystal is positioned $d = 47(\pm 2)$mm from the OC surface. As with the NLM technique, this optimum value of $d$ ensures that any residual green radiation reflected from the OC is not in phase with the first second harmonic generation cycle on the second pass through the crystal. This condition, together with the fact that the shortest pulses were routinely obtained for phase-mismatches of $\frac{1}{2} \Delta k.L \approx m \pi (m = -1, -2, -3 \ldots)$, clearly minimizes any perturbative influence of reflected green radiation on the cascaded $\chi^{(2)}:\chi^{(2)}$ process – essentially allowing an independent nonlinear process to occur on each pass through the SHG crystal.
Figure 5.3 Measured second-harmonic autocorrelations (data points) of the shortest pulses produced by the dual-passive mode-locked TLS Nd:GdVO$_4$ laser under different operation conditions: intracavity telescope magnification ($M$), $\beta$-Barium borate (BBO) and Lithium triborate (LBO) doubling crystals, phase mismatch ($\frac{1}{2}\Delta k.L$), and saturable Bragg reflector modulation depth ($\Delta R_{SBR}$). The data is fit to the autocorrelation function of a sech$^2$ pulse (lines). (reproduced from 18)

The data displayed in Figure 5.3 indicate a clear trend: shorter pulse durations are obtained at lower magnifications ($M = R_2/R_1$) of the telescopic cavity, and this is accompanied by a shift of the optimum phase-mismatch of
the second harmonic crystal to larger negative values. This trend is consistent with the interpretation that the second harmonic crystal acts as the phase-locker in the mode-locking process. In the frequency domain [74], the full cyclical SHG conversion processes occurring in one pass through the nonlinear crystal when \( \frac{1}{2} \Delta k L \approx mn \) produces a back-converted and correctly phased, fundamental axial-mode spectrum that is about \( \sqrt{3} \) times broader than that of the original incident pulse. As the magnification \( M \) decreases, thereby decreasing the intracavity laser spot size in the nonlinear crystal positioned near the OC, this phase-locking SPM contribution to the cascaded \( \chi^{(2)}:\chi^{(2)} \) process [80] significantly increases in strength; in fact, this effect is proportional to the intensity of the laser pulse squared \((I^2)\). The result is shorter output pulse durations since the bandwidth of the mode-locked spectrum is increased. However, if the nonlinear phase-locking mechanism becomes too strong, multiple pulses per round trip are generated in the diode-pumped CW ML Nd:GdVO\(_4\) laser – in agreement with the analysis of Ref. 78. For example, the onset of multi-pulse operation for the initial optimum phase-mismatch at \( \frac{1}{2} \Delta k L \approx -\pi \) occurred at more or less twice the CW mode locked threshold power for all the cavity configurations of Figure 5.3. To offset this effect, the strength of the cascaded \( \chi^{(2)}:\chi^{(2)} \) process must be reduced by further detuning the frequency doubling crystal from \( \Delta k = 0 \). Moreover, I found that for \( M = 1 \) (Figures 5.3(c) and (d)), when the cavity irradiance in the nonlinear crystal is at least a factor of 4 greater than for \( M = 2 \), it was
also necessary to employ a 2% modulation-depth SBR (i.e., increase $E_A$ in equations (1) and (2)) to obtain stable mode-locking with a single intracavity pulse. In this $M = 1$ case, for both the BBO and LBO crystals, the laser could be mode locked with the 1% modulation-depth SBR from a lower threshold output power of 1.5-2W, but generally exhibited double pulsing per round trip above ~4W of output power.

Figure 5.4 This figure shows a pulse with a bandwidth of $\Delta \omega$ as it is forward converted into its second harmonic – and a band width of $\sqrt{2} \Delta \omega$ and back converted to its fundamental and a bandwidth of $\sqrt{3} \Delta \omega$ on a single pass through the second harmonic generating crystal.

The fact that the 4.9mm BBO and 10mm LBO crystals produced similar 7.4ps and 7.6ps output pulse durations for $M = 1$ and $\frac{1}{2} \Delta k L \approx \cdot 4\pi$
(Figures 5.3(c) and (d)) is also consistent with the interpretation of the dual-passive (amplitude and phase) mode-locking mechanism. The factor of two difference in the two crystal lengths compensates very nearly for the difference in their second harmonic nonlinear coefficients [95], thus ensuring approximately the same effective nonlinearity (e.g., \( d_{\text{eff}}L \) in equation (2b)) in the single-pass, four-fold, forward and backward frequency conversion process.

The effects of group velocity mismatch (GVM) are also expected to be very similar since the values for GVM for the frequency doubling of 1063nm radiation are \( \sim 85\text{fs/mm} \) for BBO [75, 95] and \( 40\text{-}50\text{fs/mm} \) for NCPM LBO [95, 97]. Thus in both cases, over the characteristic one-quarter crystal length of the nonlinear interaction \( \left( \frac{1}{2} \Delta kL = -4\pi \right) \), the GVM is an insignificant fraction of the generated picosecond CW ML pulse duration. I note that any effects of birefringent beam walk-off are also expected to be negligible due to the relatively large intracavity beam diameter in the SHG crystals.

5.5 **Phase Mismatch**

To further investigate the role of the SHG phase-mismatch in the dual-passive mode-locking technique, the CW mode locked output pulse duration was measured as a function of the temperature of the 1cm intracavity LBO
crystal under the operational conditions of Figures 5.3(c) and (d); i.e., $M = 1$, $\Delta R_{\text{SBR}} = 2\%$, and a constant 6W output power with a 10\% OC. Specifically, a relative measure of the pulse duration was obtained by monitoring an extra-cavity second harmonic signal produced in the small signal limit (conversion efficiency <5\%) by placing the 4.9mm BBO crystal in the unfocused CW mode locked output beam. Figure 5.5 shows the data obtained over the region from $\frac{1}{2}\Delta k.L \approx -6.5\pi$ to $\frac{1}{2}\Delta k.L \approx -3.5\pi$ where the diode-pumped Nd:GdVO$_4$ laser exhibited stable single-pulse CW mode locked output with the shortest $\sim$10ps pulses. Here, the temperature-dependent Sellmeier equations for LBO reported by Kato [97] together with the observed minima in the single-pass SHG efficiency are used to calibrate $\Delta k$ to the measured crystal temperature.

The results clearly indicate two important features of the mode-locking scheme. First, the fact that the shortest pulses are produced at LBO crystal temperatures less than the NCPM temperature of 148°C confirms that the required phase-mismatch for efficient short-pulse mode-locking is indeed negative – as indicated for the results obtained with angle-tuned BiBO and BBO intracavity SHG crystals in Sections 5.2 and 5.3. Second, since the laser output power remained constant (to within ±3\%) and the TEM$_{00}$ output mode size did not vary (constant diode pump current and hence thermal lensing in the gain medium), the shortest ML pulses (corresponding to the highest external second harmonic power) are clearly generated at $\frac{1}{2}\Delta k.L \approx m\pi$, with the minimum pulse duration obtained when $m \approx -4$. 
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Phase-mismatch \( (m = \Delta k L / 2\pi) \)

![Graph showing the dependence of the extra-cavity second-harmonic generation signal (data points) as a function of phase-mismatch (i.e., crystal temperature) in the region of stable 6W CW ML operation between \( \frac{1}{2}\Delta k L \approx -6.5\pi \) and \( \frac{1}{2}\Delta k L \approx -3.5\pi \) for the 1cm-long NCPM Lithium triborate (LBO) doubling crystal with cavity parameters \( M = 1 \) and \( \Delta R_{SBR} = 2\% \). Also shown are the SHG (solid line) and SPM (dashed line) contributions for the cascaded \( \chi^{(2)};\chi^{(2)} \) process from equation (3). (reproduced from 18)

The requirement that \( \Delta k \) be negative can be understood in terms of the spectral dynamics of the mode-locking process. For laser resonators operating without dispersion compensation (e.g., Fig. 5.1), the long wavelength (red) spectral components of an ultrashort intracavity pulse will precede the short wavelengths (blue) so that the former are preferentially absorbed by a slow saturable absorber [42]. Although the SBRs have relaxation times of the same order as our CW mode locked pulse durations
[19], they are not ‘fast’ [81] and so will still predominantly deplete the red spectral components on the leading edge of the pulse. In order to compensate for the resultant spectral blue-shifting [42] and hence help stabilize the mode-locking process, another intracavity component will need to generate red spectral components mainly on the leading edge of the pulse. For Kerr-like SPM, this requires a positive nonlinear coefficient, which can only be achieved for a negative phase-mismatch in a cascaded $\chi^{(2)}\chi^{(2)}$ process [80]. This can be seen from the expression of the instantaneous field amplitude $E_\omega(L)$ after a single pass through the SHG crystal [86]

$$E_\omega(L) = \left\{ 1 - \frac{\xi}{2} \text{sinc}^2 \left( \frac{\Delta k L}{2} \right) - \frac{i \xi}{2 \Delta k L} \left[ 1 - \text{sinc}(\Delta k L) \right]^2 \right\} E_\omega(0) , \quad (3)$$

where $\xi \propto |E_\omega(0)|^2$ is the low-depletion SHG efficiency. Clearly, the effective nonlinear Kerr coefficient for the phase-mismatched SHG process (the imaginary part of equation (3) plotted as a dashed line in Figure 5.5) is positive only for a negative $\Delta k$.

Additional supporting evidence for the above interpretation comes from our attempts to mode lock the diode-pumped Nd:GdVO$_4$ laser at a positive phase-mismatch. Only for narrow ranges of positive $\Delta k$ is CW mode locking operation possible, and then the pulse duration is typically much greater than 30ps. There is therefore no indication of any pulse shortening due to phase-locking through SPM with a negative effective nonlinear Kerr coefficient: that is, the regime of pure soliton mode-locking with positive
dispersion and negative nonlinear phase shifts [92] was not attained. Instead, a positive phase-mismatch simply exacerbated the dispersion-generated spectral blue-shift due to reflection from the SBR, thus only allowing mode locked operation with narrow spectral pulse bandwidths.

The fact that inverse saturable absorption due to the nonlinear cascaded \( \chi^{(2)}: \chi^{(2)} \) process tends to broaden the mode locked pulse duration [78, 80], by enhancing loss for shorter more intense pulses, explains the observed oscillatory dependence of the pulse duration with \( \Delta k \) in Fig. 5.5. When \( \frac{1}{2} \Delta k \cdot L \approx (m + \frac{1}{2}) \pi \), residual second harmonic radiation exits the SHG crystal and the resonator (the OC is only weakly reflective to the green), causing loss to the resonator – the resulting inverse saturable absorption loss being proportional to the SHG efficiency. The CW mode locked laser attempts to compensate for this reduction in resonator quality factor \( Q \) by operating with a longer pulse duration, which reduces the SHG efficiency (i.e., cavity loss) at a constant output power. On the other hand, when \( \frac{1}{2} \Delta k \cdot L \approx m \pi \), the back conversion to the fundamental in the cascaded \( \chi^{(2)}: \chi^{(2)} \) process is complete on one pass through the SHG crystal, thereby minimizing cavity loss and allowing CW mode locked operation with a shorter pulse. The same oscillatory behavior was observed by Wallenstein [91] in a hybrid mode locked Nd:YVO\(_4\) laser with an acousto-optic (AO) modulator and a phase-mismatched LBO crystal. In that case, however, the short \( \sim 10\text{ps} \) pulses could be generated for both positive and negative \( \Delta k \) (i.e., at \( | \frac{1}{2} \Delta k \cdot L | \approx m \pi \)) since an AO modulator
usually operates without an intrinsic spectral dependence to its loss modulation.

It is interesting to note that the very shortest pulses are produced a slightly greater phase-mismatches than \(\frac{1}{2}\Delta kL = mn\). This shift towards \(\Delta k = 0\) is most pronounced for \(m = -6\) (Fig. 5.5), where the larger phase-mismatch has already considerably reduced the strength of the inverse saturable absorption. As a result, the Nd:GdVO\(_4\) laser can tolerate a little residual loss to SHG in favor of an increase in the strength of the phase-locking due to SPM in the cascaded \(\chi^{(2)}:\chi^{(2)}\) process. The positive gradient of the imaginary part of equation (3) around \(\frac{1}{2}\Delta kL \approx m\pi\) (dashed line in Fig. 5.5) then ensures a shift towards zero \(\Delta k\) in the optimum phase-mismatch generating the shortest pulses. For \(m = -4\), this shift is considerably smaller due to the increase in the strength of the inverse saturable absorption from SHG. I also note that the dependence of the gradient of the imaginary part of equation (3) on \(\Delta k\) around \(\frac{1}{2}\Delta kL \approx m\pi\) could serve to further stabilize the shortest CW ML pulses against the dispersion-generated frequency-dependent reflectivity of the SBR [42]. Since LBO, in common with BBO and BiBO, has positive group velocity dispersion for SHG around 1\(\mu\)m, the red spectral components of the pulse will experience a slightly higher effective nonlinear Kerr coefficient than the blue: specifically, for the red spectral components, \(\Delta k\) is less negative (i.e., shifted towards \(\Delta k = 0\) in Fig. 5.4). The resulting frequency dependence of the imaginary part of equation (3) may
partially balance the preferential absorption of leading red components of the pulse spectrum by the SBR in the dual-passive CW mode locked scheme.
6. LASER INDUCED THERMAL EFFECTS IN SATURABLE
BRAGG REFLECTORS

6.1 Introduction

As a result of the importance of SBRs in mode locking [37, 41, 42, 82], which was discussed in Chapter 4, the optical response of SBRs has been extensively studied [99]. However, little attention has been paid to laser-induced thermal effects in SBRs. In spite of this, there have been reports that thermal bowing of SBRs necessitates a repositioning of this optical element in the laser resonator to ensure that its deformed surface and the wavefront of the oscillating intracavity mode remain closely matched [18, 31]. Cavity stability issues and the optical aberrations caused by thermal deformation of the SBR mirror surface are likely to become more pronounced considering the trend towards designing mode locked oscillators with increased average power.

This chapter presents a semi-analytical evaluation of the thermal deformation of III-V semiconductor-based (i.e., GaAs-based) SBRs induced by the incident laser-beam. Timoshenko’s analysis [100] is used to evaluate the thermal deformation form the thermoelastic displacement potential that results form the integration of the steady-state temperature distribution in a
SBR (Section IV). Sections II and III present the derivation of the required temperature profile; finite Hankel and cosine transformations are used to find the solution to the three-dimensional heat equation that results from the heat source of laser pulses incident on the SBR. Prior analyses have used equivalent formalism to evaluate the bowing of dielectric mirrors in laser cavities that occur from the residual absorption [101-103] of the laser intensity. In the case of an SBR, the saturable portion of the heat source due to \( \Delta R_{\text{sat}} \) requires particular attention. In Section V, several results for several different laser spot sizes and SBR dimensions are shown and the apparent trends in both the strength of the thermally-induced lens (bowing) as well as the resultant optical aberrations from a perfect mirror are discussed.

6.2 The Three-Dimensional Heat Equation and Boundary Conditions

The thermal effects in a SBR used for CW mode locking a laser depend upon the SBR’s thermal properties as well as the absorbed average laser power (the heat source). For a TEM\(_{00}\)-mode laser, the laser pulse’s intensity has a spatial dependence of the form \( \exp \left[ -\frac{2r^2}{w^2} \right] \) where \( w \), the spatial spotsize, is the half-width at 1/e maximum (HWe\(^{-1}\)M) of the electric field of the incident intracavity laser beam. Serious diffraction effects of the
laser mode can be avoided by ensuring the (HWe⁻¹M) spotsize is less than four times the mirror width of the SBR. In this limiting case the laser beam intensity at the edge of the SBR falls to \( \exp[-8] \approx 3 \times 10^{-4} \) of its peak value.

The symmetry of the heat source makes the use a cylindrical coordinate system a logical choice. This results in treating the SBR as a cylinder of radius \( a \) rather than a parallelepiped of side \( 2a \). The used of this approximation does not have large effect on the results and allows for an analytical description of the temperature profile in the SBR through the exploitation of the system’s radial symmetry. The orientation of the cylindrical coordinate of the SBR of thickness \( d \) and diameter \( 2a \) is shown in Figure 6.1. Propagation of the Gaussian laser beam is along the \( z \) direction and is taken to be centered on the SBR at \((r,z) = (0,0)\).

This analysis is intended for use with laser oscillators that employ SBRs that have response times much larger than the inverse of the laser’s repetition rate. This condition ensures the excited electrons in the conduction band have time to relax to the ground state before the next laser pulse arrives. If this is not the case, this analysis is still valid as long as an ‘effective’ saturation fluence is used to describe the SBR. For similar reasons, it is assumed that negligible carrier diffusion occurs over the recombination time of the saturable Bragg absorber, \( \tau_r \sim 10 \text{ps} \) \[19\]. This is clearly an excellent approximation in the \( z \)-direction because the carriers are trapped in the quantum well. This is also a good approximation in the
radial $r$-direction because the spot size of the beam is much larger than the diffusion length \cite{104} ($w \gg l_{\text{diff}} \sim 0.5 \mu m$). This analysis also assumes the thermal response of the SBR has reached the quasi steady state case so that the three-dimensional radially-symmetric (time-independent) heat conduction may then be written as

$$\frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial z^2} = -\frac{\alpha \cdot q(r)}{\kappa_{\text{th}}} e^{-\alpha z},$$

(6.1)

where $q(r)$ describes the radial dependence of the heat source and $\kappa_{\text{th}}$ is the thermal conductivity. Of course, in writing equation (6.1), it has been assumed that the $z$-dependence of the heat source can be approximated by a simple exponential absorption with a single coefficient $\alpha$. Technically, the heat source should be dependent upon two separate absorption coefficients, one that corresponds to the saturable absorption that occurs in the quantum well(s) and the other to the nonsaturable absorption that occurs in the bulk material (i.e., the reflective Bragg mirror of the SBR). However, approximation of a single absorption coefficient, $\alpha = 10^4$ $cm^{-1}$, is justified since both the Bragg mirror ($\sim 4 \mu m$) and quantum well thickness ($\sim 10$ nm) internal to the SBR are very much less than the $\sim 0.5$ mm thickness of the overall SBR; i.e., the heat source is a surface effect. Furthermore, the value
of $\alpha$ has very little effect on the overall temperature distribution as long as $\alpha d \gg 100$.

Figure 6.1 shows the idealized cylindrical SBR mounted on a gold-plated copper cooling block.

The standard thermal conduction boundary conditions that describe the heat conduction at the boundaries of the SBR are shown in equations 6.2(a)-2(c). The relative interface heat transfer coefficients, $h_{air}$ and $h_{\text{indium}}$, mitigate the flow of heat out of the SBR. It is assumed that the interface between the Indium solder (used to attach the SBR to the Cu block) and the Cu block is perfect (i.e., $h_{\text{In-Cu}} = 0$), so that the two metallic materials have the same temperature. In order to allow for the evaluation of the temperature of the SBR with respect to its surrounding, the temperature of
both the Copper cooling block and the surrounding air are arbitrarily set to zero.

\[ k_{th} \left( \frac{\partial T}{\partial r} \right)_{r=a} = h_{air} T(r = a, z) \] (6.2a)

\[ k_{th} \left( \frac{\partial T}{\partial z} \right)_{z=0} = h_{air} T(r, z = 0) \] (6.2b)

\[ k_{th} \left( \frac{\partial T}{\partial r} \right)_{z=d} = h_{In} T(r, z = d) \] (6.2c)

### 6.3 Heat Per Unit Volume

The heat per volume deposited in the SBR in the radial direction is determined by the fraction of the incident laser pulse that is absorbed (i.e., not reflected) by the SBR. The reflectivity, \( R_{SBR} \), of the SBR is given by

\[ R_{SBR} = 1 - \Delta R_{NS} - \frac{\Delta R_s}{1 + \frac{F(r)}{F_s}} \]

where \( \Delta R_s \) and \( \Delta R_{NS} \) are the saturable and non-saturable changes in reflectivity [24], respectively. The saturable absorption depends upon the ratio of the fluence of the incident laser pulse to the saturation fluence of the SBR. The pulse fluence is given by

\[ F(r) = F_o \exp \left( -\frac{2r^2}{w^2} \right) \]

where \( F_o \) is the peak \((r = 0)\) pulse fluence given by

\[ F_o = \int I(t) dt = \frac{2U}{\pi w^2} \]

and \( U \) is the pulse energy. The saturation fluence, \( F_s \), is a device specific parameter. The heat source term, \( q(r) \), can written as
$q(r) = R_{\text{rep}} F_o \exp\left(-\frac{2r^2}{w^2}\right) \left[ \Delta R_{NS} + \frac{\Delta R_i}{1 + \frac{F_o}{F_s} \exp\left(-\frac{2r^2}{w^2}\right)} \right]$, \hspace{1cm} (3)

where $R_{\text{rep}}$ is the repetition rate of the laser.

This chapter is concerned with the conditions for generating a single pulse in the laser cavity. As a result, these analyses are primarily calculated for an energy fluence of $3F_s$ because this is the energy fluence regime for which multiple pulse breakup [77] can be avoided. It is also worth noting that since the effect of two-photon absorption (TPA) first becomes appreciable at energy fluences [42] of at least $5F_{\text{sat}}$, TPA has not been included in our treatment. It is, in principle, possible to include this effect. An intensity dependent TPA effect, $I_o = \frac{F_o}{\tau_i}$, that varies with laser pulse duration ($\tau_i$) would need to be used. However, if TPA is to be properly treated, the modified analysis must also take into account the anisotropy of TPA in zinc-blend semiconductors [105].

### 6.4 Temperature

The above approximations allow the three-dimensional heat equation (equation (6.1)) to be solved analytically by performing two subsequent integral transformations: a finite cosine transformation in $z$ followed by a
finite Hankel transformation in $r$. The definition of the finite cosine transformation of the $z$-coordinate is

$$
\tilde{T} = \int_0^a T \cos(uz + \phi) dz,
$$

(6.4)

where $u$ is a positive root of the transcendental equation: $u \tan(ud + \phi)$ = $\frac{h\text{Indium}}{k_{sh}}$

and $u \tan(\phi)$ = $\frac{h\text{air}}{k_{sh}}$. The inverse transformation is thus

$$
T(z) = \sum_i a_i \cos(u_i z + \phi_i),
$$

(6.5a)

where

$$
a_i = \tilde{T}(u_i) \frac{4u_i}{2u_i d - \sin(2\phi_i) + \sin(2(u_i d + \phi))} \cos(u_i z + \phi_i).
$$

(6.5b)

The finite Hankel transformation is defined as

$$
\tilde{T}(p) = \int_0^a T(r) J_0(p r) r dr;
$$

(6.6)

so that the inverse transformation is

$$
T(r, z) = \frac{2}{a^2} \sum_n \frac{\tilde{T}(p_n, z) J_0(p_n r)}{J_0^2(p_n a) + J_1^2(p_n a)},
$$

(6.7)

where $p_n$ are the positive roots associated with the boundary condition at $r = a$ (equation 6.2(a)).

The integral transformations of the left hand side of the heat equation (equation (6.1)) are performed using integration by parts. Likewise, the finite cosine transformation of the heat source term on the right hand side is
easily calculated using integration by parts. The finite Hankel transformation of the heat source is more difficult and is detailed in Appendix A. The non-saturable term transforms relatively nicely into a series solution that has two cases: $\frac{pw^2}{4a} < 1$ and $\frac{pw^2}{4a} > 1$. In contrast, a solution to the saturable term is only tractable if the term is first expanded as a series of Gaussians of varying widths. Then, for each laser spot size, a fitting parameter $g$ is chosen to ensure that a low number of Gaussians, each labeled by $g$ and with a specific amplitude $\beta_g$, can be used to faithfully represent the actual saturable function:

$$\frac{\Delta R_S}{\mathcal{F} + \exp\left[\frac{2r^2}{w^2}\right]} = \Delta R_S \sum_{g=1}^{g_{\text{final}}} \beta_g \exp\left[-\frac{\gamma gr^2}{w^2}\right],$$

(8)

where $\mathcal{F} = \frac{F_0}{F_s}$. In each case, this expansion will transform nicely because the saturable term now has the same form as the non-saturable term.

The resulting analytic solution to the steady-state temperature profile is:
\[
T(r,z) = \frac{2}{a} \sum_{l,n=2}^{\infty} 4 u_i \cos(u_i z + \phi_i) \frac{J_0(p_n r) \alpha_a P_0}{J_1(p_n a) + J_0^2(p_n a) \left(\alpha_a^2 + \alpha_n^2\right)^2} \times \left\{ \begin{array}{ll}
\exp \left( -\frac{p_n^2 w_0^2}{8} \right) - \exp \left( -\frac{2a^2}{w_0^2} \sum_{m=0}^{\infty} \frac{p_n w_0^2}{4a} \right) J_m(p_n a) & \text{when } \frac{p_n w_0^2}{4a} < 1 \\
\exp \left( -\frac{2a^2}{w_0^2} \sum_{m=1}^{\infty} \frac{4a}{p_n w_0^2} \right) J_m(ap_n) & \text{otherwise} \\
\end{array} \right.
\]

\[
\frac{\Delta R_{NS}}{4} W_0^2 \left\{ \begin{array}{ll}
\frac{\beta_s}{g} \exp \left( -\frac{p_n^2 w_0^2}{4g} \right) - \exp \left( -\frac{\gamma a^2}{w_0^2} \sum_{m=0}^{\infty} \frac{p_n w_0^2}{2\gamma a g} \right) J_m(ap_n) & \text{when } \frac{w_0^2 p_n}{2a\gamma g} < 1 \\
\frac{\beta g}{g} \exp \left( -\frac{\gamma a^2}{w_0^2} \sum_{m=1}^{\infty} \frac{2\gamma a}{p_n w_0^2} \right) J_m(ap_n) & \text{otherwise} \\
\end{array} \right.
\]

\[
(u_i \sin(u_i z + \phi_i) \exp(-\alpha_a d)) - \alpha_a \cos(u_i z + \phi_i) \exp(-\alpha_a d) + \alpha_a \cos(\phi_i) - u_i \sin(\phi_i)
\]

Figure 2 depicts two examples of \(T(r,z)\) when laser pulses with a peak fluence \(F = 3F_{sat}\) and spot sizes of \(w = 100\mu m\) and \(w = 1\)mm are incident on a 2mm-radius SBR with a 400\(\mu m\) thickness. It is assumed the SBR is the end mirror of a 100MHz repetition rate mode locked laser, and has a saturable absorption of 0.8% with a slightly higher non-saturable absorption of 1.2% [19]. The steady-state temperature profiles were evaluated using standard material parameters and coefficients: \(0.9W/(cm^2.K)\) for \(h_{\text{Indium}}\) [106], \(10^{-3}\) \(W/(cm^2.K)\) for \(h_{\text{air}}\) [38], and \(k_{\text{th}} = 0.45W/(cm.K)\) for the thermal conductivity of GaAs [108, 109]. The heat flux, \(\frac{d}{dx}(\int T(r,z) r dr)\), is evaluated at all values of \(z\) and is found to be constant which is
characteristic of a steady-state solution. This heat flux check includes conduction out of the SBR-air interface at \( r = a \) (equation 2(a)). The boundary conditions of equations 2 have also been verified to hold within a numerical error of less than 1%.

Figure 2. Top figure shows the resulting temperature distribution (K) in a 0.2x.02x0.04cm SBR when the laser spotsize is 100mm. Bottom figure show the resulting temperature distribution (K) in a 0.2x.02x0.04cm SBR when the laser spotsize is 1mm.
A strong radial conduction away from the heat source at \((r,z) = (0,0)\) is expected when \(w \ll a\). This trend is clearly shown in Figure 6.2 for the 100\(\mu\)m laser spot size. This, of course, implies that for \(w = 100\mu\)m, \((dT/dz)_{r=0}\) is not a constant. In stark contrast to the 100\(\mu\)m spot size are the results for the larger 1mm laser spot size. In this case, \(w \sim a\) results in near unidirectional heat flow towards the copper heat sink at \(z = d\). This is not surprising when it is considered that, for this spot size, heat flow is predominantly towards the largest area and heat transfer coefficient \(h\). Figure 2 also shows the temperature difference between the SBR and its surroundings is a strongly dependent upon the incident laser spot size. This is also not surprising because the temperature profiles were evaluated for the constant incident pulse fluence condition \(F = 3F_{sat}\). Therefore, the heat absorbed by the SBR scales as \(w^2\). This may seem to imply that the peak temperature at \((r,z) = (0,0)\) for \(w = 1\)mm will be 100 times greater than that for \(w = 100\mu\)m. The influence of the radial heat conduction when \(w << a\) of course explains why this is not true; the peak temperature for \(w = 1\)mm is 63K while it is 4K for \(w = 100\mu\)m. The details of the overall temperature distribution affect the thermal deformation (i.e., bowing) of the front surface of the SBR because, as will be described in the next section, the temperature distribution is integrated over a Green's
function solution. Consequently the choice of spot size on a given SBR will effect the laser operation through both resonator stability and spherical aberrations [110-112].

6.5 **Thermal Deformation**

The analytical solution to the steady-state three-dimensional temperature profile is used to calculate the thermoelastic displacement potential, $\Psi$, as described by Timoshenko [100]:

$$\Psi = -\frac{(1 + \nu)\alpha_{\text{exp}}}{4\pi(1 - \nu)} \int \int \int T(r, \phi, z) \frac{1}{r'} r' r dr d\phi dz.$$  \hspace{1cm} (9)

In this equation, $\nu$ is Poisson’s ratio, $\alpha_{\text{exp}}$ is the coefficient of thermal expansion, $T(r, \phi, z)$ is the temperature at a point $(r, \phi, z)$ with volume element $r dr d\phi dz$ and $r'$ is the distance between this point and the point $(r', \phi', z')$. The bowing of the SESAM in the $z$ direction is calculated by taking the first derivative of $\Psi$ in $z$ and evaluating the expression at $z = 0$; i.e., $\frac{\partial \Psi}{\partial z}|_{z=0}$. The use of this thermoelastic potential to find the deformation of the SBR that results from the stress/strain relationships is only legitimate when free–expansion can occur on all of the object’s boundaries. This condition clearly holds for three of the four boundaries for an SBR. It is also expected to be reasonable for the back face of the SBR because the solder is very malleability when compared to the rigidity of the GaAs.
Figure 6.3 Top figure shows the perfect lens or parabolic fit (red line) to the bowing of a 400mm thick SBR (blue data points) that results from a 100µm incident laser mode (green line). Bottom figure shows the perfect lens or parabolic fit (red line) to the bowing of a 400µm thick SBR (blue data points) that results from a 1mm incident laser mode (green line).
Several assumptions have been made in adopting this approach to find the thermal deformation of the SBR’s front surface. The material properties of the quantum well and Bragg mirror stack have been assumed to have similar material properties to the bulk GaAs substrate or to not contribute significantly to the bowing. This assumption is justified by considering that (i) the material properties of the III-IV zincblende semiconductors used to make the SBR (GaAs, AlAs, and InAs) are quite similar -- the relevant material parameters of GaAs and AlAs which form the Bragg mirror stack and hence over 99% of the deposition on the GaAs substrate do not vary by more than 20% [113] -- and (ii) together both the quantum well and the Bragg stack only comprise ~1% of the total SBR thickness (albeit at the front surface).

Figure 6.3 shows the calculated front surface deformation, Δz(r), near the 100µm and 1mm laser spot sizes -- the plots are shown to r = 5w for the 100µm case and the full range for the 1mm spotsize. The bowing was calculated from the temperature profiles depicted in Figure 6.2: that is, they have been calculated for a 100MHz laser operating at $F=3F_{sat}$ using a 4x4x0.4mm SBR. The significant influence on Δz(r) of edge effects at $r = a$ are clearly evident for the larger 1mm laser spot size. In all cases, a polynomial expansion of the form $c_n r^{2n}$ ($n = 0,1,2 \ldots$) is fit to the deformation Δz(r). This allows the thermally-induced SBR bowing to be quantified and compared to a
perfect parabolic \((n = 1)\) mirror. Figure 6.3 also shows the Gaussian profile of the incident laser field distribution (green line), \(\exp[-(r/w)^2]\), and the parabolic contribution (red line) associated with a perfect mirror, \(c_0 + c_1r^2\), to the deformation for the two example cases. Figure 6.3 clearly indicates the radial dependence of the thermally-induced bowing of the SBR deviates from a perfect parabolic mirror (red line) over the spatial laser mode profile (green line). This deviation indicates that optical aberrations in the deformed SBR mirror could perturb the oscillation laser mode.

6.6 **Lensing and Aberrations**

It is useful to describe the strength of the laser-induced thermal lens in the SBR cavity mirror and its aberrations by comparing their form to those of a spherical mirror of radius \(R\) for which

\[
\Delta z(r) = \Delta z_0 + \frac{r^2}{2R} + \frac{3r^4}{8R^3} + ...
\]

where \(\Delta z_0\) is an arbitrary constant. Figure 6.4 shows the magnitudes of \(1/R\) and \(8c_2R^3/3\) associated with the SBR’s deformation as a function of the laser spot size \(w\). The magnitude of \(1/R\) is directly related to the strength of the negative thermally-induced SBR focusing, while \(8c_2R^3/3\) normalizes the aberrations present in the SBR mirror to those that
exist in an equivalent spherical mirror of radius $R$. All of the data was
evaluated for the following conditions: $a = 2\text{mm}$, $d = 400\mu\text{m}$, $F = 3F_{\text{sat}}$
and $R_{\text{rep}} = 100\text{MHz}$. The results are consistent with the perspective
that when $w << a$ the localized heat source undergoes strong
transverse thermal conduction (Figure 6.2) and therefore only a small
bowing of the SBR mirror (i.e., a large negative $R$) results. As $w$
aincreases, there is, however, a rapid increase in $|1/R|$ that results
from the $w^2$ scaling of the average incident (intracavity) laser power.
This power has a maximum possible value, neglecting nonlinear
absorption, of $\frac{3}{2} \pi w^2 R_{\text{rep}} F_{\text{sat}} (\Delta R_s + \Delta R_{\text{NS}})$. When the spot size is larger
than $w \approx 50\mu\text{m}$, the radius of curvature becomes nearly constant at $R =
-20(\pm 5)\text{m}$. The minimum value of $|1/R|$ occurs in the vicinity of a
200\mu\text{m} laser spot size. This is attributable to the restricted transverse
heat conduction as well as the influence of the edge at $r = a$ on the
deformation (Figure 6.3).

It is interesting to note that while the defocusing strength of the
deformed SBR mirror increases for small $w$, the aberrations relative to the
equivalent spherical mirror decrease. In fact, the quantity $|8c_2 R^2/3|$ falls by
three orders of magnitude as the laser spot size increases in value from
10\mu\text{m} to 1\text{mm}. Even so, that the values of this ratio range from $10^9$ and $10^{13}$
clearly signifies that spherical aberrations in the SBR mirror are not
Figure 6.4 shows the magnitude of \(1/R\) and the \(8c_2R^3/3\) ratio as a function of laser spot size, \(w\).

negligible. In fact, these laser-induced thermal deformation aberrations may dominate the spatial optical aberrations in a passively mode-locked laser resonator. It should be noted that the error in evaluating the \(|8c_2R^3/3|\) is substantial. It is possibly greater than 50%. This large error is the result of the ±10% error in extracting a value for \(R\) as well as a somewhat larger error in determining the polynomial expansion coefficient \(c_2\). Consequently, only the strong decreasing trend present in the relative aberration with \(w\) should be noted.
Figure 6.5 shows the variation of the magnitude of $1/R$ with respect to the value of the $F/F_{sat}$ ratio.

It is also worth noting that the thermal deformation, and thus the lensing properties, of the SBR are also a function of the $F/F_{sat}$ ratio. Figure 6.5 shows that the variation of the magnitude of $1/R$ for a 100MHz mode locked laser with $w = 100\mu m$ incident on the $d = 400\mu m$, $a = 2mm$, $\Delta R_s = 0.8\%$, $\Delta R_{NS} = 1.2\%$ SBR. Figure 6.5 indicates the magnitude of $1/R$ slowly saturates above $F/F_{sat} \approx 3$. This result is not surprising because above $F \approx 3F_{sat}$ the saturable component to the absorption is already well saturated. This means that only the constant non-saturable absorption associated with $\Delta R_{NS}$ has an appreciable contribution to the heat source term. Of course, the relative strength of the spherical aberrations in the SBR mirror is also
dependent on $F/F_{sat}$. While this may at first be surprising, given that the value of $w$ is held constant, the dependence occurs simply because the effective width of the heat source is changing – it is a function of $F/F_{sat}$. Another effect evident in Figure 6.5 is that as the incident laser pulse fluence increases from $F_{sat}$ to $5F_{sat}$ the value of $|8c_2R^3/3|$ decreases by nearly an order of magnitude.

The bowing of the SBR for the mode locked laser presented in Chapter 5 was also investigated. In this case, the recombination time of the SBR, $\tau_R \sim 10\text{ ps}$ [19], is of the same order as pulse duration (10 – 20ps). This makes utilizing the analysis of the bowing of the SBR presented in this chapter somewhat problematic because $F_{sat}$, a device specific parameter assumes the pulse duration is significantly less than the recombination time ($\tau_p < \tau_R$) of the SBR. An effective $F/F_{sat}$ value can be calculated for this case (60W of intracavity power, a repetition rate of 60MHz, and a spotsize of 350µm) and doing so gives a value of 6. However, the mode locking is clearly behaving as if the oscillator is operating near the ‘optimum’ $F/F_{sat}$ value of 3. It is therefore a reasonable approximation to say the saturable absorption in this particular case has been effectively doubled; i.e., because the oscillator is operating in the regime where $\tau_R \approx \tau_p$, some of the excited electrons in the quantum well of the SBR will recombine with holes during the laser pulse duration and can then be re-excited. An
analysis of the bowing of the SBR for the laser system presented in Chapter 5 using this approximation results in a radius of curvature of $R = -6\text{m}$. This result is 25\% off of the expected value of $R = -4.5\text{m}$ (calculated by knowing the SBR was moved in 3cm from the position of the flat mirror). Given that there is an estimated 10\% error in extracting the value of $R$ and that this mode locked oscillator is operating in a regime where the effective value of $F_{sat}$ is not known, this is a reasonable result.

The SBR substrate thickness $d$ [19] is another parameter that can be varied. Figure 6.6(a) shows the dependence of $|1/R|$ as a function of $d$ for three different laser spot sizes ($w = 10\mu\text{m}$, $100\mu\text{m}$, and $1\text{mm}$). These results are for the canonical SBR with $a = 2\text{mm}$, $\Delta R_s = 0.8\%$, and $\Delta R_{NS} = 1.2\%$ SBR, for $F = 3F_{sat}$. The results clearly indicate that the role played by substrate thickness in determining the thermal focal strength of the SBR is only very minor. In contrast, the role played the incident laser spot size is considerably greater (as shown in Figure 4). The thickness of the SBR does however appear to have a significant influence on the optical aberrations of the saturable reflector. The relative quartic aberration coefficient, $|8c_2R^3/3|$, is shown in Figure 6.6(b) for the same set of cases presented in Figure 6.6(a). It is interesting to note that for the smallest $10\mu\text{m}$ laser spot
size (circles), the optical aberrations are evidently independent of $d$.

This result is expected because the rapid transverse heat conduction

Figure 6.6(b) shows the relative quartic aberration coefficient, $|8c_2R^3/3|$ as a function of SBR thickness for three different spot sizes. Note the value for $w = 1\text{mm}$, $d = 800\mu\text{m}$ is negative.
results in the temperature $T(r = 0, z)$ dropping very close to that of the Cu cooling block within 100µm. This 100µm distance is less than all the considered values of $d$. In contrast, for the 100µm laser spot size, the optical aberrations of the SBR mirror dramatically increase for substrate thicknesses less than 400µm. Again, the cause can be traced to the variation of $T(r = 0, z)$. In this case, the temperature undergoes a 90% drop from the peak temperature $T(0, 0)$ in the first 200µm of the SBR (see Figure 2). As a result, the effect of the back surface is not strongly decoupled for $d = 200µm$. For the case of the largest 1mm laser spot size, the trends in $|8c_2R^3/3|$ with respect to thickness, $d$ are different from those of the two smaller incident laser spot sizes. This is very likely due to the influence of the outside edge of the SBR (at $r = a$) on the deformation. Interestingly, these simulations indicate that the relative spherical aberration changes sign for $d = 800µm$. This suggests it may be possible to engineer a SBR that has near zero quartic spherical aberration. However, it is beyond the scope of this particular analysis to do a thorough investigation aimed at optimizing the conditions such as the spot size to SBR thickness ($w/d$) and spot size to SBR radius ($w/a$) ratios, to minimize the optical aberrations in an operational SBR.
7. HIGH-RESOLUTION, LOW-ABERRATION SPECTROGRAPH

7.1 Introduction

In the early years of laser technology, laser pulse characterization was accomplished by calculating the time bandwidth product, $\Delta \nu \Delta t$. In this old method, the spectral components of the pulse, $\Delta \nu$, are measured independently from the pulse duration by a spectrometer. Measuring the pulse duration of a laser can be difficult because the pulses are often shorter in time duration than the fastest available photodiodes. In these instances, the laser pulse is often used to measure itself by performing an autocorrelation (Figure 7.1), as is employed in Chapter 5. In this technique, a pulse is split into two separate pulses using a beam splitter, sent down different paths and recombined in a second harmonic crystal or other nonlinear material. One of the pulses is then scanned in time across the other pulse by changing the path length it travels. When the two pulses are overlapped in time, a signal is generated. The strength of generated signal is proportional to the amount of pulse overlap and is measured by a photodiode; the highest second-harmonic intensity is then generated when the peaks of the pulses are aligned.
Figure 7.1 shows the optical layout for an autocorrelator which uses a spherical lens for the focusing element and a photo diode as the detector. Replacing the spherical lens with a cylindrical lens and the photo diode with a spectrometer results in the ability to make FROG measurements.

More recently, the preferred method of laser characterization is to perform a frequency resolved optical gating (FROG) measurement [115]. A FROG measurement, which can be thought of as spectrally resolved autocorrelation measurements, gives both phase and electric field information about the laser pulse, whereas autocorrelations wash out the phase information and show only an intensity profile. The additional phase information contained in a FROG measurement is acquired using a spectrometer for each piece of the time scan; i.e., the light from the SHG is collected directly into a spectrometer where the spectral components of each time slice of the pulse are revealed. A recursive algorithm is then used to translate the many spectra into a reconstruction of the pulse’s electric field (amplitude and phase).
The most challenging aspect of building a FROG for use with picosecond pulses is obtaining a spectrometer capable of resolving the time details of a pulse that has a transform limited bandwidth of ~ 0.1nm over the aberration-free detection area suitable for a CCD camera. A literature search found a proposed design by Gil and Simon [130] capable of this level of resolution and aberration-free performance. To my knowledge, I am the first to build and characterize this spectrometer design. Section 7.2 describes the optical aberrations that affect spectrometer design and performance. Section 7.3 describes the design of the spectrometer presented in this thesis and also gives a brief overview of the other common spectrometer designs. The alignment processes and characterization of the spectrometer is presented in section 7.4 while section 7.5 shows the spectrum obtained from ~10 ps Nd:GdVO4 and Nd: YAG lasers.

7.2 Aberrations

The quality of the spectrograph’s image will be effected by the Seidel aberrations which include spherical aberration, coma, astigmatism, field curvature, and distortion [134]. Spherical aberrations result from the radial variation of the focal length of optic. That is, the rays further out ‘see’ a different focal length than those at the center of the optic (Figure 7.2 top). In
Figure 7.2 Graphical representations of spherical aberration (top), coma (middle), and astigmatism (bottom).

Spherical aberration all of the focal lengths lie on the optical axis. Parabolic optics are considered to be ‘perfect’ and do not induce spherical aberrations.
Their use, however, can result in other aberrations. The transverse equivalent of spherical aberration is comatic aberration, or coma; i.e., the non-central rays are focused to different tangential positions at the focal plane, as shown in Figure 7.2 (middle). As a result, a circular object whose image experiences large amounts of coma will appear conical in shape. A common method for compensating for coma is to use two, symmetric off-axis elements set up so that coma added by one element is subtracted by the other. Astigmatism is another aberration and describes the phenomenon that occurs when the focal point for the orthogonal tangential and the sagittal planes differ (Figure 7.2 bottom). Astigmatism often results from optical elements that are at a non-normal angle to the incoming rays.

Petzval field curvature occurs when the image ‘plane’ is not actually a plane, but rather a curved surface [134]. The image from any optical system will have inherent aberrations, however misalignment of optical elements will exacerbate these. As a result, the realization of the imaging potential of any spectrograph requires precise alignment of the mirrors and gratings.

Several plane-grating spectrograph designs are worth mentioning. The Czerny-Turner [119, 120] is perhaps the most common spectrograph design and is shown at the top of Figure 7.3. The two-mirror (collimating and camera), symmetrical Czerny-Turner design is geometrically identical to the single spherical mirror Ebert spectrometer [121], shown as the middle diagram of Figure 7.3. This design was first proposed in 1889 and successfully re-introduced by Fastie in 1952 [122, 123]. The latter spectrometer became a primary spectral diagnostic in space
exploration due to its simple and rugged single-mirror design [124]. Both of these Z-configuration spectrometers compensate for off-axis comatic aberration [125, 126], but suffer from astigmatism and spherical aberration due to the use of off-axis spherical optics. Spherical aberration can be removed by employing parabolic focusing optics – such as in the parabolic Ebert design [121, 123, 124]. However, in contrast to their spherical-mirror counterparts, the comatic aberration adds in parabolized Z-configuration spectrometers. This realization led to the development of U-configuration designs with off-axis parabolic mirrors, the Hill [127] and Chupp-Grantz [128] monochromators (shown in Figure 7.3 bottom), in which the reversal of the angular direction of reflection from the camera mirror cancels coma. Unfortunately, these latter two high-quality planar monochromator designs may still not be suitable for use as high-resolution spectrometers that employ precision plane gratings and today’s large-area, state-of-the-art CCD detectors. The primary cause for concern is the cylindrical deformation of the image plane resulting from the fact that the image distortion due to the tilted grating in the dispersion plane adds to the residual Petzval field curvature [129] in the tangential plane of the off-axis parabolic mirror. The latter field curvature is stronger than that in the sagittal plane since the off-axis distance is in the tangential plane.
Figure 7.3 Graphical representations of a Czerny-Turner spectrometer (top), an Ebert spectrometer (middle), and a Hill spectrometer (bottom). Both the Czerny-Turner and the Ebert have a z-shaped configuration (the entrance and exit slits are on opposite sides of the grating) while the Hill has a u-shaped configuration (the entrance and exit slits are on the same side of the grating).
7.3 Spectrograph Design

The aberration-corrected, flat-field, plane-grating spectrometer presented here was first proposed by Gil and Simon [130] in 1983. While most common spectrograph designs are planar [119-128], the most distinctive feature of this plane-grating spectrograph, shown in Figure 7.4, is that the grating does not lie in the plane which is defined by the entrance slit, the exit slit, and the centers of the two off-axis parabolic focusing mirrors. Instead, the grating is positioned out of the plane. It is located above the common focal point (O) of the two focusing mirrors in the unfocused or collimated portion of their optical arrangement; the vertical displacement of the grating is perpendicular to the dispersion plane of the grating. The incident light is transmitted in through the entrance slit (S) and onto the collimating mirror (P1) — all of which are in the horizontal plane. The light is then directed upward, out of the plane, and onto the grating located at the focus of the collimating mirror. The reflection grating then disperses the light back down that same angled plane onto the second off-axis parabolic mirror (the camera mirror (P2)) which of course focuses the light and also redirects it back into the original horizontal plane and onto the CCD camera. The off-axis parabolic collimating and camera mirrors used in this design eliminate spherical aberrations [127, 128, 130]. As a result only astigmatism, coma, and field-curvature can contribute to the aberrations in the resulting image.
Figure 7.4 shows a diagram of the spectrometer. S labels the entrance slit to the spectrometer. P1 and P2 are the off-axis collimating and camera mirrors. M1, M2, and M3 are flat mirrors used to direct the laser beam. The grating is out of the plane defined by the other optical elements.

In principle, the grating position may be at any arbitrary distance from the collimating and camera mirrors in the collimated light path. However, the $f2f'$ (or $4f$ total distance) optical arrangement shown in Figure 7.4 which places the entrance slit and CCD imaging camera at the foci of the two off-axis parabolic mirrors and the grating at the other common ‘focal plane’ of
these off-axis parabolic reflectors is utilized because Gil and Simon [130] showed that this arrangement has the least image aberration. Indeed, the plate analysis of Gil and Simon [125, 126, 130-133] for our spectrograph employing \( f = 40 \text{inch} \) (1016mm) mirrors predicts a field curvature which deviates from a perfect flat field (over a central 13x13mm image area centered on the optical axis) by less than 3nm. This impressive theoretical result shown in Figure 7.5a was calculated for a visible wavelength of 579nm (yellow) light and a long 15mm entrance slit length. This result indicates that figure of the optics used in the spectrograph and the alignment of optical elements will solely determine the quality of the image of the entrance slit.

In fact, the dominant aberration, Petzval field curvature, will contribute less than a \( \sim \lambda/100 \) piston error (relative to a perfect flat image) in the visible over the 13.3 x 13.3mm active area of the CCD camera; in this case, a high quantum efficiency, high resolution, detector with a back-thinned Marconi array of 1024 x 1024, 13\( \mu \text{m} \)-square pixels (Finger Lakes Instrumentation, model MaxCam CM2-1).

In theory, the use of longer slit lengths will significantly increase the piston error in the image plane. This is because longer slits introduce more off-axis rays. However, even when the calculations are evaluated for a long 7 cm slit length, the plate analysis of Gil and Simon [130] still predicts an extremely small deviation (less than 40 nm) from a perfect flat field for the 13x13 mm CCD image area. As expected, for slit lengths smaller than the
13.3 mm CCD dimension, the analysis of Gil and Simon [130] indicates that the field curvature orthogonal to the grating dispersion plane is further reduced; in fact, the spectrometer produces almost perfect 1:1 images of such slit.

Figure 7.5 (a) shows theoretical wavefront piston error over the central 13mm x 13mm portion of the image plane of the f/10 (f=1016 mm) spectrograph. This figure was calculated using $\lambda = 579$ nm for a 15 mm entrance slit. Figure 7.5 (b) shows an equivalent calculation for f/5 (f= 508 mm). The units of all axes are meters.

Figure 7.5b shows the predicted distortion over the same 13 mm x 13 mm image area for an equivalent f/5 spectrometer also with a 15 mm
entrance slit at 579 nm; i.e. for a spectrometer with the angles $\alpha$ and $\beta$ doubled (Figure 7.4), as is necessary to assure an $f/5$ numerical aperture for $f = 508$ mm. This theoretical result shows the maximum piston error, which is primarily due to residual field curvature [130], increases to approximately 12 nm. The factor of 4 increase in field curvature is concentrated in the dispersion plane of the grating. In the plane orthogonal to the grating dispersion, the maximum piston error is approximately the same as that for the $f/10$ spectrometer.

It is interesting to note that the data in Figure 7.5 indicate that the image-plane performance of the $f/10$ spectrometer based on the design by Gil and Simon [130] is somewhat superior to an equivalent $f/5$ instrument. In practice however, it would be difficult to position the CCD camera with sufficient accuracy (~1nm) to determine the difference. The availability and cost of suitable optics are actually more important design criteria. Of course, to investigate the time-frequency characteristics of picosecond laser pulses [2], it is necessary for accurate spectral pulse diagnostics to disperse the ~0.1nm spectral over at least 100 of the 13 $\mu$m pixels. In order to improve the signal-to-noise, the spectra should be measured in the first-order. To attain these requirements, an off-axis parabolic mirror with focal length of greater than 0.5m and a typical 1000 – 3000 lines/mm groove density grating must be used. Furthermore, the minimization of aberrations such as coma requires the collimating and camera mirrors be identical. To achieve this, the off-axis
parabolic mirrors were cut from a single uncoated, 8inch-diameter, f/5, axial parabolic mirror (Edmund Industrial Optics, model E32-073-000). This optic was first cut by CVI Laser Corporation in half across its diameter. Next, the 2 inch ends of each semicircle were removed, resulting in two roughly square 4x4 inch f/10 off-axis parabolic mirrors that are nearly identical. A protective silver coating with a >90% reflectivity for the visible and near infrared was then applied by CVI Laser Corporation to the λ/8 (at 632 nm) polished surfaces. The ~30mm thickness of the original optic ensures that the cutting process did not significantly affect the optics’ surface figure.

To assist in accurately aligning the spectrograph, the two parabolic reflectors are each mounted on a precision tilt and rotation stage (Newport Corporation, model 37). As shown in Figure 7.4, the centers of the optics are separated by about 15 cm in the horizontal plane. As a result, the angle α between the central rays from the entrance slit and to the CCD camera is 4.2°. The angle subtended between the incident and reflected rays on the grating is also this same angle, α. Three pick-off mirrors with protective silver coatings (Newport Corporation) are used to separate the incident and detected radiation at the common focal point and to allow the grating to be easily positioned. One 1-inch-diameter mirror directs the incident light from the entrance slit onto the collimating mirror, while two 2-inch diameter mirrors direct the spectrally-dispersed radiation onto the CCD camera. To assist in accurately positioning the CCD camera at the focal plane of the
spectrograph, a precision tilt and rotation stage (Newport Corporation, model 36) is also employed. It is particularly important to be able to rotate the 1k×1k image area about the central incident ray. This allows one axis of the CCD array to be accurately aligned with spectral dispersion from the plane grating.

The choice of grating is of course determined by the required spectral resolution and wavelength range of interest. For use in frequency-resolved optical gating (FROG) techniques [2] for picosecond pulses in the near IR and visible a rectangular 50x100mm, high-modulation, plane holographic grating that has a groove spacing of 1500 lines/mm and a protected silver coating was selected. This grating (Spectra-Physics, Richardson Grating Laboratory, catalog no. 53114BK06-239-H from master 5338) is mounted on a rotation stage (Newport Corporation, model 481-A) such that the rotation axis of the grating is both perpendicular to the dispersion plane containing the collimated incident and reflected rays and in the plane of the grating; i.e., the grating rotation axis is at β ≈ 2.8° to the vertical (Figure 7.4).

This aberration-corrected, flat-field, f/10 spectrograph fits nicely on a 1x4 ft. breadboard (Newport Corporation, model RG-14-2) and is encased in a light-tight enclosure. Additionally, two light baffles are employed. The first ~30cm long baffle is placed between the off-axis parabolic mirrors to stop optical cross-talk between the collimating and camera sides of the spectrograph. The second is an appropriately sized rectangular baffle that
restricts the view of the CCD camera to the image directly focused by the parabolic camera mirror (P2). Three different precision, Cu-Be entrance slits from National Aperture, Inc. were obtained. The first slit has a length of 15mm and is 25µm wide. The second slit has a length of 3mm and is 5µm wide. While the third slit has a length of 3mm and is 10µm wide. Each slit is mounted in a rotation stage (New Focus, model 9401) which allows the slits to be aligned exactly vertically. Additionally, this mount allows the planar imaging performance of the spectrograph to be optimized in zero order (by replacing the grating with an equivalent mirror) over an entire 15mm-diameter entrance-slit plane.

### 7.4 Alignment and Performance

The essentially aberration-free performance of this spectrometer is critically dependent on the accuracy with which the optical elements are aligned. Of particular importance is the alignment the two off-axis parabolas such that their foci are exactly coincident on the grating. This was accomplished with the use of a slit, a He-Ne alignment laser, and a silvered mirror (identical in size to the grating) positioned in the grating mount. The following steps were taken:
1. First the collimating mirror (P1) is positioned a distance \( f \) from the entrance slit (S). The positioning is correct when the diffraction pattern from slit is collimated.

2. Next the grating must be placed a distance \( f \) from the collimating mirror. This is done by replacing grating with a plane mirror of the same dimensions. The image is then retro-reflected back to the slit in order to verify 1:1. The positioning is correct when then reflected image is an exact replica of the slit.

3. The camera mirror (P2) also needs to be exactly a distance \( f \) from the grating. This is accomplished by rotating the plane mirror that is serving as the placeholder for the grating onto the camera mirror. The slit diffraction pattern on this mirror should be an exact replica (at the same height and of the same dimensions) as that on the collimating mirror (P1). The reflection off this mirror (P2) and towards the CCD camera should be at the same height as the height as the slit/P1 path (i.e., the angles \( \beta \) are the same).

4. A plane mirror is placed at the position of the CCD camera to reflect the light back through the spectrograph. This positioning of this mirror is correct when the reflected light reflects back through the optical again produces an exact replica of the slit.

5. Finally, the grating and the CCD camera replace the alignment mirrors.
After the spectrometer was aligned, its performance was investigated using Hg, Ar, and Kr spectral lamps. With the 15mm long, 25 mm wide entrance slit, measurement of the well-known yellow Hg doublet (576.960 and 579.066nm; Δλ = 2.106nm), shown in Figure 7.6, resulted in an image plane doublet separation of 277 13 µm pixels. This corresponds to a spectral dispersion of 7.60(±0.02) x 10^{-3} nm per 13 µm pixel with the 1500 lines/mm grating. This value is consistent with the expected value of 0.59nm/µm.

Figure 7.6 shows the raw Hg doublet CCD image.
The spectral lines also display almost insignificant curvature, or smile error, over the entire 13.3 mm x 13.3 mm image plane as measured by the flat CCD camera -- indicating near-perfect flat-field imaging. Figure 7.7 shows the background-subtracted lineouts of the Hg 579.07nm spectral line integrated, in the direction perpendicular to the spectral dispersion, over five sections of 50 pixels across the 1024 pixel wide CCD camera. The Gaussian fits made to the integrated lineouts reveal that the spectrograph has ~1 pixel of smile error across the entire 1024 pixel image field. The imaged spectral line is approximately three 13 µm pixels wide; that is, it has a FWHM of approximately 1.5 x the 25 µm entrance slit width. This means the curvature error is significantly less than the width of the line image. A smaller curvature error is expected for shorter wavelengths since a contribution to this aberration is the difference in path length between the ends of the tilted, near Littrow grating which is reduced as the wavelength decreases. Upon investigation, the blue 434.75nm Hg spectral line exhibits equivalent smile error to that presented in Fig 7.7; that is, a wavelength difference in the curvature error of the two spectral lines could not be determined.

The spectral keystone error, or variation of the image width in the dispersion direction, was also investigated: there is no observable variation in the spectral line width across the ~8nm spectral width that corresponds to the one dimension of the 1024 pixel CCD camera. The first-order image
widths of the Hg 434.75nm, Hg 579.07nm, and Kr 760.15nm spectral lines were all 3 to 4 pixels at FWHM for the 25 mm entrance width. To further investigate this error, the entrance slit was turned horizontal (rather than its normal vertical position), and the entire image was observed to have the same ~3 pixel image width. This result in conjunction with that for the smile error are consistent with the theoretical aberration analysis which predicts

Figure 7.7 Evaluation of the smile error of the f/10 spectrograph using correctly registered background-subtracted lineouts of the Hg 579.07 nm spectral line integrated over five sections of 50 pixels across the 1024 pixel wide CCD image.
that any aberrations present cannot be resolved with this CCD camera’s 13 µm pixel size. The ~60% broadening of the 25µm entrance slit to an ~40µm image must be caused by finite f/10 aperture of the spectrometer (the mirrors and gratings are all finite in size and thus function as apertures), errors in the surface figure of the optics and their surface roughness, and possibly optical alignment error.

Figure 7.8 Measured FWHM image widths of the first-order 579.07 nm Hg spectral line as function of the entrance slit width a. The FWHM image width variation predicted by a diffraction analysis with perfect optics is plotted as the solid curve. The dashed line indicates perfect 1:1 imaging.
The finite numerical aperture of the spectrograph and imperfections in its optical elements are expected to determine the optimum slit width at any given wavelength. Figure 7.8 plots the FWHM image widths of the $\lambda = 579.07\text{nm}$ yellow Hg line as recorded by the CCD camera for the 5, 10, and 25$\mu$m entrance slit widths. Clearly a slit width of 10$\mu$m is optimal for this spectral region. Included on Figure 7.8 as a solid line is the expected diffraction limited FWHM image width. These theoretical line widths are obtained using a Fourier diffraction analysis of the spectrometer’s optical system. It is notable that the theoretical image width is less than the entrance slit for apertures greater than 7 $\mu$m. This is likely due to determining the customary FWHM rather than correctly evaluating the image width from the spatial variance. A comparison of the measured image widths with the theoretical values of all of the finite apertures clearly demonstrates the influence of errors in the polish, surface figure, and possibly the alignment of the optics. The most dramatic difference occurs for entrance slits less than 10 $\mu$m where the measured image width increases rapidly; in contrast to the diffraction theory results, but consistent with analyses of spectrographs with residual optical errors [125-133].

The optimum entrance slit size of $a = 10 \mu$m corresponds to the case corresponding to when the acceptance aperture of the optical system is just able to capture the entire central peak of the sinc$^2$ pattern generated by the slit. That is, it corresponds to the condition when $a = 2\lambda(f/#)$, where $f/#$ is the
f/number of the spectrometer. For slits smaller in width, more of the off-axis figure error is collected and transmitted to the image, leading to a broadened real image. The larger slits have a diffraction pattern that is more concentrated near the optical axis and therefore accumulate less off-axis figure error resulting in a measured image width much closer to the theoretical value. This means for a spectrum centered at ~ 1µm (500nm) the ideal entrance slit will be about 20µm (10µm). However, this analysis ignores the quality of the polish on the optical elements. For reflections off a total of 6 reflections (two parabolic mirrors, three pick-off mirrors, and a grating) all having a λ/8 to λ/10 polish at 633 nm, an rms phase distortion of λ/2 will be generated in the blue whereas the same optics at 1 µm will produce about half of this error. For the longer wavelengths, diffraction and aperturing effects should be the dominant contribution to image broadening. Convolving a phase distortion of 20 – 30 µm with the diffraction limited widths (shown by the solid line in Figure 7.8) is consistent with the observed image widths for both the 10 and 25 mm slits. Of course, optical alignment error will also broaden the image.

Finally, the resolving power of this plane-grating spectrometer was tested by measuring the seven violet spectrum lines of Ar(I) at approximately 420 nm using the 10 mm slit width. Figure 7.9 displays this first order diffraction data obtained using a 1500 lines/mm grating. The ~2 pixel slit image width allows for the clear resolution of the Ar doublet at 419.07 nm
and 419.10 nm (Δλ = 0.03 nm) with a separation of ~4 pixels. This implies a resolving power, λ/Δλ, of 2.5(±0.5) x 10⁴ in the visible (0.015 nm for the 2 pixel image width). This measurement is taken near the short wavelength limit of the spectrometer – the protected silver coatings are only 70% reflective (at normal incidence) at 420nm.

Figure 7.9 Ar(I) emission spectrum between 415 and 429 nm in first order. The weak doublet lines at 419.07 and 419.10 nm are clearly resolved owing to the ~ 2 pixel image width (see inset for the 415.86 nm line) of the 10 μm entrance slit.
7.5 **Picosecond Laser Spectrum**

This high-resolution spectrometer with great image quality was constructed to resolve picosecond laser pulses. Figure 7.10 shows the spectrum from the Nd:GdVO₄ (blue) oscillator at 1062.9nm as well as spectrum from a Nd:YAG (red) amplifier at 1064.2nm. These two emission lines are well documented and can be used to find the resolution in the near IR to be 0.0059nm per 13µm pixel. It is interesting to note that the Nd:YAG spectrum was taken just above threshold and that as a result, not all of the lasing near 1061nm has been suppressed.

The FWHM of the Nd:YAG spectral line shown in figure 7.10 is 17 pixels or 0.1nm wide. It measures slightly larger than 15 pixels or 0.085nm spectral width of Nd:GdVO₄. Although the laser bandwidths of Nd:YAG and Nd:GdVO₄ are generally comparable, the measured difference in spectral bandwidths in this case is not surprising -- the Nd:GdVO₄ laser is mode locked while the Nd:YAG laser is not.

Having measured the spectrum and pulse duration of the passively mode locked Nd:GdVO₄ laser, the time bandwidth product can be calculated and compared to that of the transform limited laser pulse duration, which for passively mode locked pulses us $\Delta \nu \Delta t \geq 0.32$. In the case of the Nd:GdVO₄ 0.085nm spectrum, the bandwidth limited pulse has a duration of 13ps. At this point it is prudent to point out that while one of the autocorrelations
Figure 7.10 shows the 0.09nm FWHM spectrum from the 13 ps Nd:GdVO4 oscillator at 1062.9nm and the 0.09 nm FWHM spectrum from the unseeded Nd:YAG amplifier at 1064.14nm.

As shown in Chapter 5 (Figure 5.3) has a pulse duration of 7.6ps – shorter than is allowed by the above transform limited calculation -- the spectrum shown here was taken from a slightly different laser cavity which had been extended in length to 2.5m to increase the pulse energy. Furthermore, the mode locking, in this case, was optimized for stable operation, not for shortest pulse duration. Additionally, it should be noted the optical properties of this spectrograph are likely good enough that a grating with more lines per mm can be used to stretch the spectrum across more pixels.
Figure 7.11 shows the broadened spectrum after 0.25W from the Nd:GdVO$_4$ traverses 60m of single mode optical fiber. The dashed lines indicate the lasing wavelengths of Nd:GdVO$_4$ (1062.9nm) and Nd:YAG (1064.14nm).

For a specific end-use, it may be desirable to use a regenerative amplifier to achieve pulse energies that are many orders of magnitude ($10^4$ - $10^6$) greater than those of the laser oscillator. In this case, Nd:YAG is often the preferred amplifier material for ps 1µm laser pulses because it has a longer upper state life time than Nd:GdVO$_4$ ($\tau_{\text{Nd:YAG}} = 230\mu$s, $\tau_{\text{Nd:GdVO}_4} = 95\mu$s) and thus has a higher energy storage. Figure 7.10 clearly shows emission cross-sections of these two laser crystals do not overlap; thus, without adjusting for this, one cannot be used to seed an amplifier using the other
gain media. One typical solution to this problem of bandwidth matching is to broaden the output of the Nd:GdVO₄ laser by utilizing the nonlinear, SPM effects (described in section 2.5) in single mode fiber. Figure 7.11 shows the spectrum when just 0.25W (at 60MHz) from the 13ps Nd:GdVO₄ is broadened in 60m of single mode, fused silica fiber. The dashed vertical lines indicate the central wavelengths of Nd:YAG and Nd:GdVO₄. Figure 7.11 has the characteristic shape for SPM in a fiber [137] with a linear chirp over the central ~3nm region. This means shorter pulses (~300fs) may be generated using a fiber-grating compressor [138, 139].
8. SUMMARY

8.1 Introduction

This thesis describes the development, construction, and characterization of a high-average power (~6W), Nd:GdVO₄ laser oscillator that is mode locked using a novel dual-passive mode locking technique to obtain < 10ps pulse duration. Additionally, the construction and characterization of a high-resolution spectrometer capable of resolving the spectrum of bandwidth limited 10ps laser pulses is described. This laser system can either be used directly or, if desirable, it can be parametrically converted to generate a wide range of frequencies which may be useful for some ultrafast laser spectroscopy experiments. Furthermore, the output power and pulse energy can be amplified making this oscillator useful for some high pulse energy application; e.g., micromachining.

8.2 Laser Oscillator

In Chapter 3 a thermal-lens-shaped, Nd:GdVO₄ laser oscillator using a Brewster-cut slab laser crystal geometry was presented. The astigmatism introduced by lasing at Brewster’s angle to the thermal lens, as well as by other off-axis optical elements, was essentially eliminated by manipulating the shape of
the diode laser pump beam— a technique called thermal-lens-shaping. Integral to this method is a one dimensional heat conduction perpendicular to the direction of laser propagation. This allows the thermal lens generated in the gain media to be easily understood through a simple model and therefore manipulated so that it has an overall stigmatic effect on the intracavity laser beam, resulting in a circular \( \text{TEM}_{00} \) mode output beam. The laser cavity, which produced \( >6\text{W}, \text{TEM}_{00} \) mode output with an \( M^2<1.2 \), can also be readily extended using a telescopic arrangement; for example, to a total length of 2.0m to increase the output pulse energy to increase the possible intracavity pulse energy for mode locking.

8.3 **Mode Locking the Oscillator**

Chapter 5 describes the simple, dual-passive mode locking technique developed to lower the CW ML threshold as well as to increase the mode locking stability. In this method, an SBR provides the amplitude modulation while a phase mismatched SHG does phase locking. This scheme results in a CW ML critical energy that is more than a factor of two lower than when only an SBR is used; a result that is in good agreement with the theoretical work. Furthermore, it is shown the phase mismatched SHG provides pulse shortening by generating the ‘red’ spectral components that were on the leading edge of the pulse and thereby preferentially absorbed by the SBR. Pulses as short as 7.6ps were generated using
an SBR with $\Delta R = 2\%$ and a 4.9mm BBO crystal operated with a phase mismatch of $\frac{1}{2}\Delta kL = -4\pi$. An investigation into different SHG crystals showed that a large temperature bandwidth is advantageous for stable mode locking. Finally, because the amplitude modulation and the phase locking must be balanced, it was shown that the larger the phase mismatch required to generate the necessary bandwidth for optimal compression, the larger the required modulation depth, $\Delta R$.

8.4 **Thermal Effects in the Saturable Bragg Reflector**

In order to investigate the observed thermal bowing of SBRs which necessitates a repositioning of this optical element in the laser resonator, an analytical solution to the three-dimension heat equation that results when a laser pulse is incident on an SBR was presented in Chapter 6. The analysis takes into account both the saturable and non-saturable absorption characteristics intrinsic in an SBR. The resulting temperature distributions were shown for two laser spot sizes, $w = 100\mu m$ and $w = 1mm$. The strong radial heat conduction for $w = 100\mu m$ was contrasted with the case for $w = 1mm$ in which the heat conduction was primarily towards the heat sink ($z$ direction). The thermally induced deformation of the SBR was determined and fit to a polynomial so the properties of the SBR could be easily compared to the focal length of a perfect, parabolic mirror as well as to the aberrations
inherent in a spherical mirror. Investigating the focal length as function of spot size resulted in the discovery that the radius of curvature for incident laser spot sizes larger than \( w = 50\mu m \) were relatively constant. This effect was attributed to the edge effects of the SBR and to the restricted transverse heat conduction for the large spot sizes. In contrast, the spherical aberrations, while considerable for all cases, fell quickly with increasing spot sizes. The effect of \( F/F_{sat} \) on deformation resulted in little change as this ratio increases above 3. This of course, is because the saturable absorption is already well saturated for \( F/F_{sat} = 3 \). Changing the substrate thickness, \( d \), only had a minor role in the resulting radius of curvature. It did however, have a large effect in contributing to the spherical aberration for incident laser spot sizes of \( w > 100 \mu m \). Primarily, the 200\( \mu m \) thick substrate was shown to have considerable more spherical aberrations than those inherent in the 400\( \mu m \) and 800\( \mu m \) substrates.

8.5 Spectrometer

A high-resolution, low-aberration spectrograph capable of resolving ps laser pulses was built and characterized. The flat-flat, plane grating, \( z \)-configuration spectrometer is most spectacularly differentiated from other designs by its two-dimensional design; i.e., the grating is vertically displaced
from its plane of dispersion. This has the effect distributing the field curvature and coma in two dimensions, which was shown to significantly limit the aberrations in the image plane. Furthermore, spherical aberration was eliminated by use of parabolic collimating and camera mirrors while minimizing astigmatism by keeping optical elements, other than the grating, at only small angles of deviation from the angle at which they were designed to operate.

The Hg doublet (76.960 and 579.066 nm) was resolved to give a resolution of $6.84(±0.02) \times 10^{-3}$ nm per 13 μm pixel with 1500 lines/mm grating while the $\lambda/\Delta \lambda$ resolution at the UV end of the visible spectrum was shown to be $2.5(±0.5) \times 10^{4}$. The smile error was shown to be one 13μm pixel over the entire 13.3 x 13.3 mm image plane. No variation of the image width in the direction of dispersion was detectable over the entire image area. Finally spectrum for both Nd:GdVO₄ and Nd:YAG lasers were shown.
A. APPENDIX

A.1 Finite Cosine Transformation of the z-Coordinate

The finite cosine transformation of the z-coordinate is defined as

$$\tilde{T}(u) = \int_0^dT(z)\cos(uz + \phi)dz$$

where $u$ is a positive root of the transcendental equation:

$$utan(u d + \phi) = \frac{h_{air}}{k_{ir}} = H$$ and $$utan(\phi) = \frac{h_{air}}{k_{fr}} = H_f.$$ 

The inverse transformation is defined as

$$T(r,z) = \sum_u a_u \cos(uz + \phi).$$

The coefficients $a_u$ are found by performing a cosine transformation of both sides of the equation:

$$\tilde{T}(u) = \int_0^d \sum_u a_u \cos(uz + \phi) \cdot \cos(uz + \phi) \cdot dz$$

$$= \sum_u a_u \int_0^d \cos^2 uz(uz + \phi) \cdot dz$$

$$= \sum_u a_u \frac{2ud + \sin(2(ud + \phi)) - \sin(2\phi)}{4u}$$

$$a_u = \frac{4u\tilde{T}(r,u)}{2ud + \sin(2(ud + \phi)) - \sin(2\phi)}.$$ 

And the full definition of the inverse transformation becomes

$$T(r,z) = \sum_u \frac{4u\tilde{T}(r,u)\cos(uz + \phi)}{2ud + \sin(2(ud + \phi)) - \sin(2\phi)}.$$
A.2 Finite Cosine Transformation of \( \frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial z^2} \)

\[
\int_0^d \left( \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial z^2} \right) \right) \cos(uz + \phi) \, dz = \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial z^2} \right) \cos(uz + \phi) \, dz
\]

\[
w = \cos(uz + \phi) \quad \quad dv = \frac{\partial^2 T}{\partial z^2} \]
\[
dw = -u \sin(uz + \phi) \quad \quad du = \frac{\partial T}{\partial z}
\]

\[
= \cos(uz + \phi) \frac{\partial T}{\partial z} \bigg|_0^d + u \int_0^d \frac{\partial T}{\partial z} \sin(uz + \phi) \, dz
\]

\[
w = \sin(uz + \phi) \quad \quad dv = \frac{\partial T}{\partial z} \quad \quad v = T
\]

\[
dw = u \cos(uz + \phi)
\]

\[
= \left( \frac{\partial T}{\partial z} \cos(uz + \phi) + uT \sin(uz + \phi) \right) \bigg|_0^d - u^2 \int_0^d T \cos(uz + \phi) \, dz
\]

\[
= \left( \frac{\partial T}{\partial z} \cos(uz + \phi) + uT \sin(uz + \phi) \right) \bigg|_0^d - u^2 \tilde{T}
\]

\[
= \left( \frac{\partial T}{\partial z} \cos(uz + \phi) + uT \sin(uz + \phi) \right) \bigg|_0^d - u^2 \tilde{T}
\]

\[
= \cos(ud + \phi) \left( \frac{\partial T(z = d)}{\partial z} + T(z = d) u \sin(ud + \phi) \right) - \cos(\phi) \left( \frac{\partial T(z = 0)}{\partial z} + T(z = 0) u \sin(\phi) \right) - u^2 \tilde{T}
\]

\[
= -H \cos^2(ud + \phi) + H_f \cos^2(\phi) + \frac{u^2}{H} \sin^2(ud + \phi) - \frac{u}{H_f} \sin^2(\phi) - u^2 \tilde{T}
\]

\[
= u \tan(ud + \phi) \cos^2(ud + \phi) - u \tan(\phi) \cos^2 \phi + \frac{u^2 \sin(ud + \phi)}{u \tan(ud + \phi)} + \frac{u^2 \sin(2\phi)}{u \tan(\phi)}
\]

\[
= -u^2 \tilde{T}
\]

Thus, \( \int_0^d \frac{\partial^2 T}{\partial z^2} \cos(uz) \, dz \) transforms to \( -u^2 \tilde{T} \).
A.3 **Finite Cosine Transformation of** \( \frac{\alpha}{\kappa_{th}} Q(r) \exp(-\alpha z) \)

where \( Q(r) = P_o \exp\left(-\frac{2r^2}{w^2}\right) \left( \Delta R_{NS} + \Delta R_{S} \right) \) 

The only portion of the right-hand side that is affected by the transformation is the final exponential which is trivial to transform using integration by parts. The result is:

\[
\frac{\alpha P_o}{\kappa_{th} \alpha^2 + u^2} \left( u \sin(ud + \phi) \exp(-\alpha d) - \alpha \cos(ud + \phi) \exp(-\alpha d) - \alpha \right) - u \sin(\phi) + \alpha \cos(\phi)
\]
A.4 Finite Hankel Transformation of the $r$-Coordinate

The definition of the finite Hankel Transformation is:

$$\tilde{T}(p) = \int_0^\infty T(r)J_0(pr)rdr$$

where, $p$ is a positive root of the transcendental equation:

$$-k_{,p}J_1(pa) = h_{,p}J_0(pa).$$

The coefficients $a_p$ are found by performing a Hankel transformation of both sides of the equation:

$$T(r,u) = \sum_p a_p J_0(pr)$$

$$a_p = \frac{2}{a^2} \frac{\tilde{T}(pa)}{J_1^2(pa) + J_0^2(pa)}.$$

The complete inverse transformation is defined to be

$$T(r,u) = \frac{2}{a^2} \sum_p \frac{\tilde{T}(p,u)J_0(pr)}{J_1^2(pa) + J_0^2(pa)}.$$
A.5 Finite Cosine Transformation of \( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} T(r,u) \right) - u^2 T(r,u) \)

\[
\int_0^a \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} J_\omega(pr) \right) dr - u^2 \int_0^a T(r,u) r J_\omega(pr) dr = \int_0^a \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} J_\omega(pr) \right) dr - u^2 \tilde{T}
\]

Substitute \( pr \rightarrow \eta \) and therefore, \( r \rightarrow \frac{\eta}{p} \) and \( dr \rightarrow \frac{1}{p} d\eta \)

\[
\int_0^{p \eta} p \frac{\partial}{\partial \eta} \left( \frac{\eta}{p} \frac{\partial}{\partial \eta} T \left( \frac{\eta}{p} \right) \right) J_\omega(\eta) \frac{1}{p} d\eta = \int_0^{p \eta} \frac{\partial}{\partial \eta} \left( \frac{\eta}{p} \frac{\partial}{\partial \eta} T \left( \frac{\eta}{p} \right) \right) J_\omega(\eta) d\eta
\]

integrate by parts

\[
u = J_\omega(\eta) \quad \text{dv} = \frac{\partial}{\partial \eta} \left( \frac{\eta}{p} \frac{\partial}{\partial \eta} T \left( \frac{\eta}{p} \right) \right)
\]

\[
du = J_\omega' \quad \text{v} = \frac{\partial T}{\partial \eta}
\]

The surface term is 0 leaving:

\[
\int_0^{p \eta} \frac{\partial}{\partial \eta} T J_\omega(\eta) d\eta
\]

integrating by parts once more:

\[
u = \eta J_1 \quad \text{dv} = \frac{\partial T}{\partial \eta}
\]

\[
du = \eta J_\omega \quad \text{v} = T
\]

again, the boundary term goes to zero leaving \(- p^2 \tilde{T}(p,u)\).

Thus, \( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} T(r,u) \right) - u^2 T(r,u) = -(u^2 + p^2) \tilde{T}(p,u) \).
A.6 Hankel Transformation of $\beta_0 \exp\left(-\frac{\gamma gr^2}{w^2}\right)$

$$\int_0^a r J_\nu(pr) \exp\left(-\frac{\gamma gr^2}{w^2}\right) dr$$

A switch of variables turns out to be useful. Let $pr \rightarrow \eta$ which implies that $r \rightarrow \frac{\eta}{p}$ and $dr \rightarrow \frac{1}{p} d\eta$.

$$\frac{1}{p^2} \int_0^{pa} J_\nu(\eta) \frac{\eta}{p} \exp\left(-\frac{\gamma \eta^2}{w^2 p^2}\right) d\eta$$

Case 1: $\frac{2\gamma a}{pw} < 1$

$$u = J_\nu(\eta) \quad dv = \eta \exp\left(-\frac{\gamma \eta^2}{w^2 p^2}\right)$$

$$du = J'_\nu(\eta) \quad v = -\frac{w^2 p^2}{2\gamma g} \exp\left(-\frac{\gamma \eta^2}{w^2 p^2}\right)$$

$$= \frac{1}{p^2} \left[ -\frac{w^2 p^2}{2\gamma g} \exp\left(-\frac{\gamma \eta^2}{w^2 p^2}\right) J_\nu(\eta) \right]_0^{pa} - \frac{w^2 p^2}{2\gamma g} \int_0^{pa} J_\nu(\eta) \exp\left(-\frac{\gamma \eta^2}{w^2 p^2}\right) d\eta$$

$$u = \frac{J_\nu(\eta)}{\eta} \quad dv = \eta \exp\left(-\frac{\gamma \eta^2}{w^2 p^2}\right)$$

$$du = -\frac{J_\nu(\eta)}{\eta} \quad v = -\frac{w^2 p^2}{2\gamma g} \exp\left(-\frac{\gamma \eta^2}{w^2 p^2}\right)$$
\[
\frac{1}{p^2} \left[ \left( \frac{w^2 p^2}{\gamma g} \right)^{m+1} \sum_{m=0}^{\infty} \frac{\left( -\frac{w^2 p^2}{2 \gamma g} \right)^m}{(pa)^m} \exp \left( -\gamma g a^2 \frac{J_m(ap)}{(ap)^m} \right) \right] \\
+ \frac{w^2 p^2}{\gamma g} \int_0^{\infty} \frac{J_2}{\eta^2} \eta \exp \left( -\gamma g \eta^2 \frac{w^2 p^2}{\eta} \right) d\eta 
\]

Clearly, this results in a series solution. The following limit will be useful in writing the solution:

\[
\lim_{x \to 0} \frac{J_1(x)}{x} = \frac{1}{2} \\
\lim_{x \to 0} \frac{J_2(x)}{x^2} = \frac{1}{8} \\
\lim_{x \to 0} \frac{J_3(x)}{x^3} = \frac{1}{48} \\
\lim_{x \to 0} \frac{J_4(x)}{x^4} = \frac{1}{2^4 n!} \\
\lim_{x \to 0} \frac{x^n}{n!} = \exp(x)
\]

And the transformation becomes:

\[
\frac{1}{p^2} \left[ \sum_{m=0}^{\infty} \left( -1 \right)^m \lim_{pa \to 0} \frac{J_m(pa)}{(pa)^m} + \sum_{m=0}^{\infty} \frac{1}{2^m m!} \exp \left( -\gamma g a^2 \frac{J_m(ap)}{(ap)^m} \right) \right] \\
+ \frac{w^2 p^2}{\gamma g} \left[ \sum_{m=0}^{\infty} \left( -1 \right)^m \frac{1}{m!} + \sum_{m=0}^{\infty} \frac{1}{2^m m!} \exp \left( -\gamma g a^2 \frac{J_m(ap)}{(ap)^m} \right) \right] \\
+ \frac{w^2}{2 \gamma g} \left[ \sum_{m=0}^{\infty} \left( -\frac{w^2 p^2}{4 \gamma g} \right)^m + \sum_{m=0}^{\infty} \frac{1}{2^m m!} \exp \left( -\gamma g a^2 \frac{J_m(ap)}{(ap)^m} \right) \right]
\]
And thus, the result for case 1 is:

\[
\frac{w^2}{2\gamma g} \left[ \exp \left( -\frac{w^2 p^2}{4\gamma g} \right) - \sum_{m=0}^{\infty} \left( -\frac{w^2 p}{2\gamma g} \right)^m \exp \left( -\frac{\gamma g a^2}{w^2} \right) J_m(ap) \right]
\]

Case 2: \( \frac{2\gamma g a}{pw} > 1 \)

\[
u = \exp \left( -\frac{\gamma g \eta^2}{w^2 p^2} \right) \quad dv = \eta J_0(\eta)
\]

\[
du = -\frac{2\gamma g \eta}{p^2 w^2} \exp \left( -\frac{\gamma g \eta^2}{w^2 p^2} \right) \quad v = \eta J_1(\eta)
\]

\[
= \frac{1}{p^2} \left[ -\eta \exp \left( -\frac{\gamma g \eta^2}{w^2 p^2} \right) J_1(\eta) \right]^{\infty}_0 + \frac{2\gamma g}{w^2 p^2} \int_0^{\infty} \eta^2 J_0(\eta) \exp \left( -\frac{w^2 p^2}{2\gamma g} \right) d\eta
\]

again, a series solution results:

\[
\frac{1}{p^2} \sum_{m=0}^{\infty} \left( \frac{2\gamma g}{p^2 w^2} \right)^m \left( \eta^a \right)^{m+1} J_{m+1} \exp \left( -\frac{\gamma g a^2}{w^2} \right)
\]
\begin{align*}
&\left(\frac{p^2 w^2}{2\gamma g}\right) \left(\frac{2\gamma g}{p^2 w^2}\right) \frac{1}{p^2} \sum_{m=0}^{\infty} \left(\frac{2\gamma g}{p^2 w^2}\right)^m (pa)^{m+1} J_{m+1} \exp\left(-\frac{\gamma g a^2}{w^2}\right) \\
&\frac{w^2}{2\gamma g} \sum_{m=0}^{\infty} \left(\frac{2\gamma g}{pw^2}\right)^m (pa)^{m+1} J_{m+1} \exp\left(-\frac{\gamma g a^2}{w^2}\right)
\end{align*}

And thus, the result for case 2 is:

\begin{align*}
&\frac{w^2}{2\gamma g} \sum_{m=1}^{\infty} \left(\frac{2\gamma g a}{pw^2}\right)^m J_m (ap) \exp\left(-\frac{\gamma g a^2}{w^2}\right)
\end{align*}
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